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ABSTRACT

Recent advances in techniques allow the extraction of Cyber Threat Information

(CTI) from online content, such as social media, blog articles, and posts in discus-

sion forums. Most research work focuses on social media and blog posts since their

content is often contributed by cybersecurity experts and is usually of cleaner for-

mats. While posts in online forums are noisier and less structured, online forums

attract more users than other sources and contain much valuable information that

may help predict cyber threats. Therefore, effectively extracting CTI from online fo-

rum posts is an important task in today’s data-driven cybersecurity defenses. Many

Natural Language Processing (NLP) techniques are applied to the cybersecurity do-

mains to extract the useful information, however, there is still space to improve.

In this dissertation, a new Named Entity Recognition framework for cybersecurity

domains and thread structure construction methods for unstructured forums are pro-

posed to support the extraction of CTI. Then, extend them to filter the posts in the

forums to eliminate non cybersecurity related topics with Cyber Attack Relevance

Scale (CARS), extract the cybersecurity knowledgeable users to enhance more in-

formation for enhancing cybersecurity, and extract trending topic phrases related to

cyber attacks in the hackers forums to find the clues for potential future attacks to

predict them.
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Chapter 1

INTRODUCTION

Cybersecurity is a rapidly developing field in today’s ever increasing technology

era. It is concerned with protection of computer systems and internet services from

damage and disruption caused by unauthorized third-party players. This field is

growing in importance due to increasing reliance on computer systems, the internet,

wireless networks such as Bluetooth and WiFi, and due to the growth of smart devices

including smart phones, televisions, and various small devices that constitute the

Internet of Things (IoT). With the rise of technology, all these systems are posed with

an unbounded array of threats and attacks, that is becoming a challenge for security

experts to build a system for timely risk management and prevention. Social media

and magazines are platforms where we are at least notified of the various security

incidents happening on a day-to-day basis all around the world. These reports are

the first step in accumulating information about the various upcoming threats, their

sources and target systems, and the technologies they incorporate. This can be useful

in countering the incidents in future. In addition, National Science Foundation’s

program “National Artificial Intelligence (AI) Research Institutes” [106] has one of

the themes “Intelligent Agents for Next-Generation Cybersecurity” and the theme

mentioned an example that Artificial Intelligence (AI) will be able to analysis across

multiple kinds of data for modeling cybersecurity threats including natural language

intelligence reports from threat reports and dark web chatter.

According to Benjamin et al. [21], signals of impending attacks are more likely

to be visible in the open public data source such as social media and discussion

forums due to the growth of cyber threats. Cyber attackers exploit vulnerabilities
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using tools, techniques, and tradecrafts through five steps according to [135]: (i)

identify vulnerabilities, (ii) acquire the necessary expertise and tools to use, (iii)

choose targets, (iv) recruit participants, and (v) plan and execute the attack. Other

actors such as system administrators, security analysts, and even potential victims

may discuss or share vulnerabilities, threats, or coordinate defense against exploits

and various cyber attacks. These discussions are mainly conducted in online forums,

blogs, and social media, thereby creating potential signals to identify an upcoming

attack or a new vulnerability [130]. There are several previous works that focus on

using web source as a signal for predicting high risk vulnerabilities or exploits [107,

10, 14, 12, 108] while other recent works have used social media or blogs [61, 20, 24,

130, 15].

The three data sources: social media, blogs, and discussion forums, are very

different in nature. Each of them has a unique type of signal. For instance, content

from social media such as Twitter and cybersecurity blogs is cleaner than discussion

forums. The former is usually written by security experts; it is highly topical and rich

in technical terms. On the other hand, the latter is a collection of information from

cybersecurity related discussion forums on diverse topics. The discussion forum posts

may include detailed information such as tutorials on exploits or vulnerabilities and

data dumps of Personally Identifiable Information (PII), and non cybersecurity topics

such as drug trade and selling pirate products. According to Nunes et al. [107], the

writing style within the forums is often intentionally difficult to parse since they use

words concatenated into new terms, multiple languages used in a post, and inaccurate
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grammar.

1.1 Motivation

Some systems predicting indicators of attacks or vulnerability exploitation [11, 13]

are using discussion forum posts, however, they select the posts containing vulnera-

bility IDs (Common Vulnerabilities and Exposures (CVE) ID such as CVE-2017-0144

or Microsoft Security Bulletin (MSSB) ID such as MS17-010). They do not use the

posts containing cybersecurity related information if the posts do not have vulnera-

bility IDs. Zero-day vulnerabilities are unknown security flaws or bugs in software,

firmware, or hardware which the vendor does not recognize, or does not have an offi-

cial patch or update to address the vulnerability. Zero-day vulnerabilities are usually

not assigned CVE ID unless the vulnerability is reported by a researcher or discov-

ered as a result of an attack. Thus, their approaches miss the posts about Zero-day

vulnerabilities without their CVE IDs. Moreover, the work [107] uses a classifier that

is a machine learning technique using an expert-labeled dataset to detect relevant

topics or not. However, they did not mention the way of labeling. Therefore, we

need to filter the posts in the forums with clear rules to select cybersecurity related

posts for providing the posts missed in the previous approaches. Then, our proposed

approaches extract semantic information from the filtered posts for named entity

recognition, forum structure construction, and detecting trending topics.

1.2 Contributions of the Research

In this research, we focus on how we can extract semantic information from hack-

ers conversations in the discussion forums to enhance cyber defense by finding key

users who are highly skilled and extracting the cyber attack trending topics in forums.

To achieve this task, we propose new human-machine interaction corpus generation
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Figure 1.1: Overview of the Research

method for Named Entity Recognition (NER) and a unified model for multi-task

approach in the cybersecurity domain, thread structure prediction methods to build

social structure of hacker forums for social network analysis, and Cyber Attack Rele-

vance Score (CARS) to scale the posts of forums to filter cyber attack related posts.

Then, we use them to find key users with CARS and user interaction, and detect

cybersecurity trending topic phrases considering cyber attack relevance.

The details of each sub-task is described as follows. Figure 1.1 provides an

overview of different sub-tasks under this research.

1.2.1 Human-Machine Interaction for Improved Cybersecurity Named Entity

Recognition Considering Semantic Similarity with Small Keyword Dictionary

The automated and timely conversion or extraction of cybersecurity information

from unstructured text from online sources is important and required for many ap-

plications. Named Entity Recognition (NER) is used to detect the relevant domain

entities such as product, attack name, malware name, and hacker group name. To

train a new NER model for cybersecurity, traditional NER requires a training cor-
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pus annotated with cybersecurity entities and state-of-the-art methods require time-

consuming and labor intensive feature engineering. We propose a Human-Machine

Interaction method for semi-automatic labeling and corpus generation for cybersecu-

rity entities. Our method evaluates the learned NER model with the sentences that

we collected in the training process, and the user selects only the correct pair of the

named entity and its category for next iteration training. Thus, each iteration gets

better training corpora to train the NER model. Some entities are ambiguous since

the word or phrase has multiple meanings. We introduce a new semantic similarity

measure and determine which category the word belongs to based on this semantic

similarity of the entire sentence. The experimental evaluation result shows that our

method is better than existing methods in finding undiscovered keywords of given

categories.

However, the semantic similarity measurement in the method to solve the ambigu-

ous keywords requires the specific category names even if non cybersecurity related

categories. Thus, we also introduce another semantic similarity measurement using a

text category classifier which does not require to give the specific non cybersecurity

related category name. The performance of the two semantic similarity measure-

ments are compared, and the new measurement performs better. The experimental

evaluation result shows that our method with the training data that is annotated

by a small dictionary provides almost the same level of performance as the models

that are trained with fully annotated data. If we use 10% of the original keyword

dictionary for generating the annotated dataset, we iterate our method three times

and the model reaches nearly 80 F1 score. Then, if we use 70% of the original key-

word dictionary for generating the annotated dataset, we iterate our method three

times and the model reaches nearly 89 F1 score which is similar score of the existing

methods with the fully annotated dataset. (See details at Chapter 2 and Table 2.4)
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We also introduced an unified text-to-text multi-task model in cybersecurity do-

main (UTS), combining ten publicly available cybersecurity datasets involved in eight

NLP tasks. We compared the performance of the same dataset we used in the pre-

vious proposed methods. The results show that T5 and UTS with T5 perform the

highest F1 scores (95.97 and 98.81 respectively) for the full size of training dataset.

Thus, at least, NER task improves the performance with the multi-task and cross

dataset trained model. (See details at Chapter 2 and Table 2.3.)

1.2.2 Social Structure Construction from the Forums using Interaction Coherence

Social network analysis is one of the important tasks for the cybersecurity field to

identify some potentially important members in the hackers’ forums and communities.

To create the social network of the forums and communities, we need to understand

the social structure of them. Once the metadata from each forum is collected, the

social structure is constructed based on the users’ interactions such as who replies to

whose post and when the response is posted. However, most of the hackers forums

are unstructured, and there is no way to find the interaction between the users.

We introduce the Next Paragraph Prediction (NPP) method that returns true if a

response is a direct response of the previous post. This method helps to create the

social structure from an unstructured forum. We also apply instructional prompts

to the training process of NPP method to improve the performance (NPP-IP). The

experimental result shows that NPP and NPP-IP performs 4 - 50 times better in F1

score than the existing methods. (See details at Chapter 3, Table 3.3, and Table 3.4.)

In addition, following procedural texts written in natural languages is challenging.

we must read the whole text to identify the relevant information or identify the

instruction flows to complete a task, which is prone to failures. If such texts are

structured, we can readily visualize instruction-flows, reason or infer a particular
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step, or even build automated systems to help novice agents achieve a goal. However,

this structure recovery task is a challenge because of such texts’ diverse nature. This

new approach proposes to identify relevant information from such texts and generate

information flows between sentences. This method is a new method for building flow

graphs for procedural texts using Graph Neural Networks (GNNs). However, this

can transfer to building social structure. We evaluate this method (FS) to the social

structure evaluation dataset to compare our two methods (NPP and NPP-IP). FS

method shows the highest F1 score (0.53 F1 score, 2.6 - 53 times better F1 score than

the existing methods) in the Reddit dataset, however, FS does not perform as high

as NPP-IP in the Hacker Forums dataset. (See details at Chapter 3, Table 3.3, and

Table 3.4.)

1.2.3 Finding Key Users Considering User Interactions and Cyber Attack

Relevance of the Hacker Forums’ Posts

Recent advances in techniques allow the extraction of Cyber Threat Information

(CTI) from online content, such as social media, blog articles, and posts in discussion

forums. Most research work focuses on social media and blog posts since their content

is often contributed by cybersecurity experts and is usually of cleaner formats. While

posts in online forums are noisier and less structured, online forums attract more users

than other sources and contain much valuable information that may help predict cyber

threats. Therefore, effectively extracting CTI from online forum posts is an important

task in today’s data-driven cybersecurity defenses.

We introduce a new measurement of online posts, called Cyber Attack Relevance

Scale (CARS), where posts with higher CARS scores contain more detailed cyberse-

curity information. We then develop a machine-learning-based solution to rate online

posts by their relevance to cybersecurity. Finally, we create a human annotated
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dataset that comprises posts from cybersecurity-related subreddits. We evaluate our

measurement and solution using Random Forest, Linear Support Vector Classifica-

tion, Multinomial Naive Bayes, Logistic Regression, Convolutional Neural Network,

and Bidirectional Long Short Term Memory network for the classifiers to train on

the dataset. Results show that our models can predict CARS score with an average

accuracy of 84.6%. We also evaluate the top three classifiers with posts from other

online forums that are cybersecurity-related. Overall, CARS scores can be used to

effectively find cybersecurity-related posts in online discussion forums. Defenders can

use CTI extracted from online discussion forums to predict the risk of cyber threats.

Compared to the existing methods, our proposed approach with Next Paragraph

Prediction and CARS can extract more users who have more knowledge and infor-

mation about exploitation or cyber attacks. Since there are many topics discussed

in hacker forums including non cybersecurity related topics, the existing methods

extracted some users who do not discuss any cybersecurity related topics. In con-

trast, our proposed approach predicts the thread structure based on the context and

weight of each post’s relations with CARS, and this helps extract more cybersecurity

knowledgeable users from the forums. For instance, a user whom only our method

found in a forum aggressively recruits some skilled programmers (hackers) to breach

specific banks. We can assume that these banks are targeted. Another user whom

only our method found in another forum posted about zero-day vulnerability topics,

and claimed the exploitation of some of the vulnerabilities. These users are useful

users to understand the potential attacks and trending cybersecurity related topics.

(See details at Chapter 4, especially Analysis and Discussion Section, and Figure 4.3

and Figure 4.4.)
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1.2.4 Detecting Cybersecurity Trending Topic Phrases Considering Cyber Attack

Relevance

Cybersecurity experts are finding new approaches to mitigating cyber threats

against the computational infrastructure of companies and society. One of these

approaches is detecting the trending topics that the forums are discussing in the spe-

cific time frame. Topic modeling is used for discovering latent structure as topics in

a large collection of documents. We propose a new method for early cyber threat

detection. This method combines topic modeling using distributed representations

of forum posts and words due to their ability to capture semantics of words and

documents. Then, it clusters the posts and calculates the representing phrases of

each cluster through Cluster-Phrase-TF-IDF (cp-TF-IDF) considering the cyber at-

tack relevance of posts. The experimental evaluation shows that our clustering part

provides similar results to the other related approaches, and extracts topic phrases

which are significantly more informative than the other approaches’ topic words such

as tool names with specific version number, and attack type and the target names.

In addition, we discover that some of the extracted topic phrases linked to discussion

of cyber incidents or attacks prior to the events happened.

Compared to the existing methods, our methods can extract many cyber attack

or incident related phrases that are more informative than the words from the ex-

isting methods. Especially, some of the words and phrases we extracted are related

to the cyber attacks such as tool names, cyber criminal group names, and target

names. Many of the words and phrases are mentioned prior to the attacks. One of

our methods, cp-TF-IDF with CARS, could detect topic phrases that led to the mal-

ware attacks in 2020 1.44 - 1.86 times more than existing methods, and lead to the

Phishing attack in 2020 2.37 times more than existing methods. For instance, only
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our cp-TF-IDF method found a game name and hacking keywords a week prior to the

source code of the game that was leaked online in April 2020. In addition, only our

cp-TF-IDF with CARS method extracted ‘ransomware attacks’, ‘K-12 educational

institutions’, and ‘security hole’ in a cluster of topics over a week before a school dis-

trict in the U.S. hit cyber attack and leaked sensitive data in December 2020. Thus,

our methods will be able to expand for predicting future cyber attacks based on the

hacker conversations and this will improve the cyber defense. (See details at Chapter

5, especially Discussion section and Figure 5.11 and Figure 5.13.)

1.3 Summary of Applications and Impact

Deep analysis and understanding of hacker forums (communities) can be an im-

portant tool for building better cyber attack prediction systems. From the perspective

of defenders, knowing the trends of the hacker forums allows effective action to be

taken, enabling protection before the attack happens. For instance, finding who are

the highly skilled and influential hackers in hacker forums, and filtering cyber attack

related posts from hacker forums and finding topics of the filtered posts, can effec-

tively observe the hacker forums instead of checking every conversations in the forums,

and help cyber attack prediction systems identify potential threats. We believe this

capability affords a risk reduction of the possible targets such as organizations, plat-

forms, and products, and enhance the performance of these prediction systems while

forecasting future cyber attacks.

1.4 Organization and Summary of Research Contribution

The remainder of this dissertation is organized as follows:

• Chapter 2: Human-Machine Interaction for Improved Cybersecu-

rity Named Entity Recognition Considering Semantic Similarity with
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Small Keyword Dictionary. In this chapter, we describe the semi-automated

corpus generation method with small keyword dictionary for cybersecurity NER

and a unified model for multi-task in cybersecurity domain. Our NER methods

are reported to [70, 69].

• Chapter 3: Social Structure Construction from the Forums using

Interaction Coherence. In this chapter, we propose three different methods,

Next Paragraph Prediction (NPP), NPP with Instructional Prompts (NPP-IP),

and Flow Structure (FS), to build the social structure from unstructured forums

for social network analysis. NPP is reported to [71] and the original idea of FS

is reported to [111].

• Chapter 4: Finding Key Hackers with Cyber Attack Relevance Scale

considering User Interaction. In this chapter, we introduce Cyber Attack

Relevance Scale (CARS) and develop a machine-learning-based solution to rate

online posts by their relevance to cybersecurity. Then, we develop a system

to identify key hackers in the hacker forums with combining CARS model and

Social Structure Construction method.

• Chapter 5: Detecting Cybersecurity Trending Topic Phrases Con-

sidering Cyber Attack Relevance. In this chapter, We introduce a new

method, TrendTopicExtractor, to detect cybersecurity trending topics through

clustering the posts and extracting the topic phrases of each cluster considering

cyber attack relevance scale of each post.

• Chapter 6: Conclusion. In this chapter, we review the main ideas and results

presented in the dissertation and considering some directions for future work.

Table 1.1 summarizes the contributions presented in each chapter of this disser-
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Chapter Contribution

2
Semi-automated corpus generation method for cybersecurity NER task.

Multi-task model in cybersecurity NER task.

3 Building social structure from unstructured forums.

4 Identification of key users on hacker forums.

5 Detecting cyber attack related topics from hacker forums.

Table 1.1: Contributions of This Dissertation.

tation.
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Chapter 2

HUMAN-MACHINE INTERACTION FOR IMPROVED CYBERSECURITY

NAMED ENTITY RECOGNITION CONSIDERING SEMANTIC SIMILARITY

WITH SMALL KEYWORD DICTIONARY

2.1 Introduction

In many cybersecurity applications, Named Entity Recognition (NER) has been

used to identify the entities of the interest such as the name and versions of the vul-

nerable software, those of vulnerable components, and those of underlying software

systems that vulnerable software depends upon [44, 137]. A NER model pinpoints

entities based on the structure and semantics of input text, and tracks down entities

that have never been observed in the training data. In those works, in general, the

training data for a NER model is created by manual annotation. To minimize the

manual annotation efforts, the automated labeling method [25], feature engineering

methods [36, 104], deep learning (DL) methods [25, 128, 150], and a transfer learn-

ing method [44] are introduced. The automated labeling method uses the database

matching, heuristic rules, and relevant terms gazetteer. Any of the above methods

using feature engineering, DL, or transfer learning methods requires some annotated

training dataset to train the model. There are specific terms in this domain which

in general English have different meanings and may not be an entity. For instance,

“Wine” has meanings of a software name and a drink. The automated labeling

method does not support any ambiguous keywords such as “Wine” to label correctly.

In this paper, we address the problem of automated labeling method by taking a

different approach. We introduce a new semantic similarity measurement that helps

13



to determine the suitable category of an ambiguous keyword. Our method requires

small dictionary that has the pairs of keywords and their categories, and raw text

data. Then, automatically generates the training data for an NER model.

The current NER tools that show state-of-the-art performance in the cybersecurity

field are based on feature engineering or the Deep Learning. In addition, they require

ample training data, which is generally unavailable for specialized applications, such

as detecting cybersecurity related entities. The major issues are: it relies heavily on

the experience of the person, the lengthy trial and error process that accompanies

that, and it also relies on look-ups or dictionaries to identify known entities [36, 104].

These dictionaries are hard to build and harder to maintain especially with highly

dynamic fields, such as cybersecurity. For instance, the Common Vulnerabilities and

Exposures (CVE) ID is easily extracted by the regular expression: “CVE-\d{4}-

\d{4,7}”. However, software names, filenames, version information, and OS names

are unique names and they are hard to identify through pattern matching methods.

Thus, it requires human experts’ annotations. These activities constitute the majority

of the time needed to construct these NER tools. In addition, these tools are domain

specific and do not achieve good accuracy when applied to other domains. However,

the requirement of the available features to the training and test data will not only

slow down the annotation process, but also diminish the quality of results.

Our first work [70] introduces a semantic similarity measurement and generate a

new NER corpora for cybersecurity entities with human-machine interactions. The

NER model with this corpora performs better than the existing methods in finding

undiscovered keywords of given categories. However, the proposed semantic similar-

ity measurement needs to have not only the cybersecurity related category for an

ambiguous keyword but also specific category name for the other categories such as

“wine” as “software” or “drink”.
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We introduce a new semantic similarity measurement and determine which cat-

egory the word belongs to based on the semantic similarity of the entire sentence.

This measurement does not require to give any specific category name for non cyber-

security related categories. This improves to preprocess for the semantic similarity

measure algorithm. We apply this measurement to our previous method. The learn-

ing part of the method requires only the list of the pairs of the cybersecurity entities

and their categories. This method generates the high quality training dataset from

the small number of keywords of the target categories in cybersecurity field. The

evaluation with two cybersecurity NER corpus shows that our approach with new se-

mantic similarity measurement and the given small dictionary performs almost same

performance of the manually annotated datasets.

In addition, we also introduce unified text-to-text multi-task approach in cyber-

security domain. Unlike other domains, in Cybersecurity domain the nature of texts

is quite diverse (natural language text, URLs, malware reports, system calls, source

code, binaries, decompiled code, network traffic, software logs [123, 76, 126, 87, 138,

25, 34, 164, 118]). This led to the introduction of specific models capable of performing

individual tasks like cyber-bullying detection CyberBERT [93], cybersecurity claim

classification CyBERT [16]. Apart from this, there is a scarcity of large-scale pub-

licly available annotated datasets. These challenges demand the need of developing

robust models capable of performing multiple tasks by learning from many datasets

together. Hence, we introduce an Unified (multi-task), Text-to-Text CyberSecurity

(UTS) model.

We train two transformer-based generative model models, BART [81] and T5 [27],

in a multi-task setting on eight fine-grained NLP tasks involving eight datasets in the

cybersecurity domain. We used task based prompt prefixes to help the models learn

the task instead of learning specific datasets. We make the model more robust by
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training on variety of texts. We experiment in two few-shot settings to evaluate our

UTS approach.

The main contributions of this chapter include:

• We present a bootstrapping method to train an NER system for cybersecurity

domain entity with small number of initial dictionary.

• We introduce a new semantic similarity measurement for solving ambiguous

entities case. The semantic similarity measurement helps to determine which

category an ambiguous entity should belong to.

• We empirically perform experiment. The result shows that our approach with

the small number of keyword coverage in each category performs almost similar

performance of the other DL methods with full annotated data.

2.2 Related Works

Aproaches to NER are mainly three types: rule-based, machine learning/statistical-

based [35], or mixed [113]. The rule-based methods are a combination of gazette-based

look ups and pattern matching rules that are hand-coded by a domain expert in most

of the cases. These rules consider the contextual information of the entity to de-

termine whether candidate entities from the Gazette are valid or not. There are a

variety of models used in the statistical-based NER approaches such as Maximum

Entropy Models [32], Hidden Markov Models (HMMs) [90], Support Vector Machine

approach [65], Perceptrons approach [29], CRFs approach [91], or neural networks

approach [36]. CRFs approach is one of the most successful NER approaches. It is

because CRFs use the conditional probability property instead of the independence

assumption mainly used in HMMs and also avoid label bias problems and weaknesses

of other Markov models derived from Maximum Entropy Markov Models and graphic
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models. In this model, the label of any entity is modeled as dependent on the labels of

the preceding and following entities in a specified window and the size of the window

varies by task. Stanford NER [46] is an example of CRF-based NER system. In our

context, it would be insufficient to assume a relationship between individual posts

and doing so would hurt accuracy.

Various methods have been applied to extract entities and their relations in the

cybersecurity related domains. For example, Jones et al. [67] implemented a boot-

strapping algorithm that requires little input data to extract security entities and the

relationship between them from the text. A SVM classifier has been used by Mulwad

et al. [103] to separate cybersecurity vulnerability descriptions from non-relevant ones.

They require pre-process or annotated corpus. The automatic labeling method for

cybersecurity [25] uses Database Matching (string pattern matching), Heuristic Rules

(rule based matching), and Relevant Terms Gazetteer (extended string matching that

if a phrase contains a keyword in the database, the phrase is annotated with the label

in the database). However, there are specific terms in cybersecurity domain which

in general English have different meanings and may not be an entity. For instance,

“Windows” and “Wine” are an OS name and an application name in cybersecurity

field, but they have different meanings in general English. The above methods do not

support any ambiguous keywords to label correctly. Sirotina and Loukachevich [142]

provide the corpora of 10 cybersecurity related categories in Russian and the corpora

is manually annotated by human experts.

Recently, the Deep Learning (DL) methods are used for NER. DL is an enhanced

classical neural network model with naturally learning non-linear combinations. For

instance, the Conditional Random Fields (CRFs) can just learn linear combinations

of the defined features. This reduces the human work of tedious feature engineering

[25, 128, 150]. The recent work by Gasmi et al. [50] relies on Long Short-Term Mem-
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ory (LSTM) and the Conditional Random Fields (CRFs) method for cybersecurity

NER that applies the LSTM-CRF architecture suggested by Lampal et al. [78]. The

architecture combines LSTM, word2Vec [98] models, and CRFs. The input for this

method is an annotated corpus in the same format as the CoNLL-2000 dataset [134].

In the recent days, many applications of DL have been leverage in the field of cyber-

security [152, 151, 127]. However, any of the above methods using feature engineering

or DL methods requires some annotated training dataset to train the model. There

are two challenges. First, it requires some certain number of annotated sentences to

make the decent performance model. Second, the sentences are annotated by experts

(human in many cases) and the human makes the incorrect annotation or miss to

annotate some words or phrases.

2.2.1 spaCy

spaCy [60] provides an exceptionally efficient statistical system for named entity

recognition in python, which can assign labels to groups of tokens which are con-

tiguous. It provides a default model which can recognize a wide range of named

or numerical entities, which include: company names, locations, organizations, and

product names. Apart from these default entities, spaCy enables the addition of ar-

bitrary classes to the entity-recognition model, by training the model to update it

with newer trained examples. spaCy uses a convolutional neural network (CNN) to

train the model. The statistical models in spaCy are custom-designed and provide

an exceptional performance mixture of both speed, as well as accuracy.

2.2.2 BERT

BERT (Bidirectional Encoder Representations from Transformer) [41] has two

steps: pre-training with large raw corpus, and fine-tuning the model for each task.
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BERT is based on Transformer [148], which can catch the long distance depen-

dency relations, because it is based on self-attention, and does not use RNN or CNN.

The input for BERT is a sentence, pair of sentences, or document, and it represents

the sequence of tokens in each case. Each token is the summation of token embedding,

segment embedding, and position embedding.

Each word is divided into sub-words, and the non-head part in the subwords will

be assigned “##”. For instance, “playing” is divided into “play” and “##ing” as

subwords. If the input is two sentences, segment embedding gets the first sentence

token as sentence A embedding, and the second sentence token as sentence B embed-

ding (put “[SEP]” token between two sentences). In addition, the location of each

token is learned as position embedding. The head of each sentence is marked with

the “[CLS]” token. In the document classification task or two sentences classification

task, the final layer of embedding of the token is the representation of the sentence

or the two-sentences-set.

For text classification tasks, BERT takes the final hidden state h of the first token

[CLS] as the representation of the whole sequence. A simple softmax classifier is

added to the top of BERT to predict the probability of label c:

p(c|h) = softmax(Wh),

where W is the task-specific parameter matrix. We fine-tune all the parameters from

BERT as well as W jointly by maximizing the log-probability of the correct label.

2.2.3 Multitask Learning in Diverse domains:

In natural language domain, DecaNLP [92] introduced the approach of convert-

ing multiple task into single QA format to train and evaluate ten tasks. With the

gradual introduction of stronger NLP generative models like GPT, T5 and BART,
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the text-to-text unified models gained prominence. The multi-task approach have

been shown to perform well in various domains like SciFive [122] in the biomedical

domain, CodeT5 [155] in the source code domain, LEGAL-BERT [31] in legal domain

and FinBERT [84] in financial service domain. Using “teacher forcing” for all tasks

for training with a maximum likelihood objective, SciFive enables multitask learning.

CodeT5 is a unified pre-trained encoder-decoder Transformer model and it can han-

dle various tasks across various directions between program languages and natural

languages.

2.2.4 Task-Based Unified Models:

Apart from these, there are individual task based unified models like Instruction-

NER which expands the existing methods for sentence-level tasks to a instruction-

based generative framework for low-resource named entity recognition [154]. In

biomedical domain, KGNER [19] formulated the NER task as a multi-answer knowl-

edge guided question-answer task and experimented with 18 datasets.

UnifiedNER [159] works on unifying span-based, nested and discontinuous NER

tasks. UnifiedQA [72] showed that an unified training of QA tasks help in improve-

ment of other QA tasks. Similar results are shown in common-sense reasoning tasks

by Unicorn [85].

2.3 Methodology

In this section, we will provide an overview of our Human-Machine Interaction

method that has two sub-parts which are inter-dependent (1) Learning part and (2)

Evaluation part. The architecture of the proposed method is shown in Figure 2.1.
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Figure 2.1: The Architecture of the Proposed Method

2.3.1 Learning part

The learning part is fully automated to generate the training data of the cyberse-

curity related tags for the customized NER model. The algorithm of Learning Part

is shown in Algorithm 1. The learning part requires the list of the pairs of keyword

(named entity) and its category as input. Cybersecurity incident reports and profes-

sionals’ articles published online containing the keywords are labeled and the paired

categories are assigned. Then, the Scraper function searches and extracts the incident

reports that include one of the keywords, and returns the list of the sentences that

contain the keyword from the reports.

The scraper algorithm is shown in Algorithm 2. Some keywords have multiple

meanings and they are ambiguous since they belong to multiple categories. In Algo-
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Algorithm 1 LearningProcess(TrainList)

1: TrainSentList = {}

2: for keywordPair ∈ TrainList do

3: SentenceList = {}

4: keywordPair is a pair of keyword and its categoryList (Category List).

5: SentenceList add Scraper(keyword)

6: for sentence ∈ SentenceList do

7: if ‖categoryList‖ ≥ 2 and keyword appears in sentence then

8: highestCat = SentCat(sentence, keyword , categoryList)

9: if highestCat is one of the categories we annotate then

10: TrainSentList add (sentence, keyword , highestCat)

11: end if

12: else if keyword appears in sentence then

13: category = categoryList

14: TrainSentList add (sentence, keyword , category)

15: end if

16: end for

17: end for

18: Train NERModel with TrainSentList

rithm 1, we introduce SentCat to decide to which category the ambiguous keyword is

assigned in the given sentence based on semantic similarity of the category and the

context. SentCat is described in greater detail in the next subsection.

Handling Ambiguous Meaning

Many keywords’ meaning changes with the context. For instance, “Microsoft has

released a security update to address an elevation of privilege vulnerability (CVE-
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Algorithm 2 Scraper(keyword)

1: SentenceList = {}

2: siteList is the list of cybersecurity professionals’ sites

3: for site ∈ siteList do

4: reportLinks = the incident report links in site that contain Keyword

5: for link ∈ reportLinks do

6: Extract all sentences in the report from link

7: SentenceList add the extracted sentences

8: end for

9: end for

10: return SentenceList

2019-1162) in windows” and “an inventory of the network analysis classes for which

you can set time windows”. The “windows” in the first sentence means the operating

system but the second one means the window of time. To avoid mislabeling, we

introduce the semantic similarity of the sentence between ambiguous categories.

Let S = w1w2 . . . wn be a sentence that has n words (wi is ith word in the sentence

where 1 ≤ i ≤ n), and Nouns = (n1, . . . , nk) be a set of nouns in the sentence S (k is

the number of nouns in the sentence S and k ≤ n). We are given a set P that has the

pairs of ambiguous keywords and their categories P = ((x1, C1), . . . , (xm, Cm), where

xi is ith keyword and Cj is the set of jth keyword’s categories Cj = (c1, . . . , cl) where

1 ≤ j ≤ l.

We define the similarity score of a word wi and the category cj as Sim(wi, cj) and

its range is [0, 1]. Then, the semantic similarity score of the sentence S that contains

an ambiguous keyword xi with the category cj ∈ Ci is defined as

SemSim(S, xi, cj) =

∑k
a=1 Sim(na, cj)

k
(2.1)
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Algorithm 3 SentCat(sentence, keyword , categoryList)

1: highestCategory =“”

2: highestSimScore = 0

3: for category ∈ categoryList do

4: nounList is the list of all nouns and noun phrases in the sentence

5: simScore = 0

6: for noun ∈ nounList do

7: simScore+ = Sim(noun, category)

8: end for

9: simScore = simScore
‖nounList‖

10: if simScore ≥ highestSimScore then

11: highestSimScore = simScore

12: highestCategory = category

13: end if

14: end for

15: return highestCategory

If the ambiguous keyword xi appears in the sentence S, the NER category c ∈ Ci

is determined by SentCat as follows:

SentCat(S, xi, c) = maxc∈Ci
SemSim(S, xi, c) (2.2)

. The steps of SentCat are described in Algorithm 3.

2.3.2 Category Classification for Ambiguous Meaning Keywords

In our first work [70], we introduced a human-machine interaction framework

for semi-automatic labeling and corpus generation for cybersecurity entities. The

framework has the Training module and the Evaluation module. The Training module
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collects sentences, annotates the keywords from the given dictionary and passes the

generated corpora to the NER system to train the model. We introduced a semantic

similarity measurement named SentCat to judge the suitable category for ambiguous

keywords that can be annotated to multiple categories. This measurement requires

all of the ambiguous categories since the measurement calculates the similarity of the

sentence against each category and determines the highest similarity score’s category

as the suitable category.

Many keywords’ meaning changes within the context. For instance, “Microsoft

has released a security update to address an elevation of privilege vulnerability (CVE-

2019-1162) in windows” and “an inventory of the network analysis classes for which

you can set time windows”. The “windows” in the first sentence means the op-

erating system but the second one means the window of time. To avoid mislabel-

ing, we introduce new approach: text category classification using BERT fine-tuning

(CategoryClassifier method).

In the CategoryClassifier method, we build the text category classifier using BERT

fine-tuning. The training data for this text category classifier is the pair of the sen-

tences that contain the known ambiguous keywords and the category of each sentence

(it must be one of the ambiguous keyword categories). For instance, let’s assume an

ambiguous keyword “wine” and it has two categories, “software” and “non-software”.

We use the two sentences and labeled them as follows: “Only if you drink French

wine, if it’s radiated Californian wine that makes you an alcoholic mutt.” is labeled

as “non-software”, where as “Wine is not a virtual machine, just an api converter, it

can also directly call Linux programs.” is labeled as “software”. These sentences and

their labels are given to BERT fine-tuning for building the text category classifier for

the ambiguous keyword categories. The steps of CategoryClassifier are described in

Algorithm 4.
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Algorithm 4 CategoryClassifier(sentence, categoryList)

1: Load the fine-tuned BERT Text category classifier model classifier

2: category = classifier(sentence)

3: if category ∈ categoryList then

4: finalCategory = category

5: else

6: finalCategory = NONE

7: end if

8: return finalCategory

2.3.3 Unified Text-to-Text CyberSecurity (UTS) model

We formulate this multi-task problem in a generative text-to-text approach. Given

an input text I = {i1, i2, ..., in} and a task T , the model should generate a stream of

output tokens O = {o1|o2|...|on} defined by the task. For classification and regression

tasks O = {o1} which represents the class-name and floating-point value respectively.

For named entity recognition and event-extraction tasks, each oi represents entity

and entity-type separated by a pre-defined marker i.e. oi = {ei ∗ ti}. The task (T)

is formulated as an instruction to help the models to learn individual tasks in this

setting.

Multi-Task Training: All the training datasets of these four broad NLP tasks

- Classification, Named Entity Recognition, Event Extraction and Regression - are

grouped together for joint training. Under classification tasks, there are four fine-

grained tasks : Text, Sentence, Relation, and Token Classification. In event extrac-

tion, we added two tasks like Event Nugget Extraction and Event argument Extrac-

tion. We parse the textual output generated by the models and evaluate the UTS

models on test data of each of the corresponding datasets. To avoid confusion of the
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model in identifying similar yet textually different categories, we use unique mapping

of the entity types for all extraction tasks.

Prompt-Based Approach: We use task control codes as prompt-prefix for training

the models in a multi-task setting so that it learns to perform each task instead

of learning for any particular dataset. This helps the model to learn from more

examples for each task. We pretend task acronyms CLS, NER, EVNT, REG with

the input for classification, named-entity recognition, event-extraction and regression

tasks respectively.

In Figure 2.2 shows, we propose a Unified (multi-task) Text-to-Text CyberSecurity

(UTS) approach to fine-tune the model on multiple tasks at a time using a task con-

trol code as the source prompt.

Figure 2.2: Illustration of UTS (Unified Text-to-Text CyberSecurtiy) Model
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2.4 Evaluation

2.4.1 Data

We evaluate our method with Auto-labeled Cyber Security domain text corpus

(we call Auto-labeled data) provided by Bridges et al. [25] comprising of around 15

categories was used in this work, and Russian Sec col collection (We call Sec col data)

by Sirotina and Loukachevich [142] comparing of 10 categories was used in this work.

We use spaCy in the NER model training part.

In Auto-labeled data, each word in the corpus is auto-annotated with an entity

type. We joint each word in a sentence in a separate line into a sentence in order

to feed the data into our method. The total number of the sentences is 15,781. For

the evaluation our method, we convert the entities in each word into the categories,

for instance, we merge “buffer: B-Relevant Term” and “overflow: I-Relevant Term”

into “buffer overflow: Relevant Term”. Table 2.1 shows the statistics of the number

of unique keywords in the dataset. We call the dictionary that contains these unique

keywords of each category the unique full dictionary. In addition, the number of

ambiguous keywords that have multiple categories is 153. The dataset is divided into

three subsets that is training, validation, and testing consisting of 70%, 10%, and

20% sentences respectively.

Sec col data consists of 855 texts (posts and forum publications and each text has

multiple sentences) from SecurityLab.ru website. Table 2.2 shows the statistics of the

number of unique keywords in the dataset. We also call the dictionary that contains

these unique keywords of each category the unique full dictionary. In addition, the

number of ambiguous keywords that have multiple categories is 224. We follow the

evaluation way of [142] and do 4-fold cross-validation.

For preprocessing to use CategoryClassifier, we fine-tuned the BERT model. In
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Category # of unique keywords

Application 4335

Relevant Term 193

Vendor 605

Version 7733

Update 222

OS 74

Function 1283

File 2426

Hardware 275

Method 107

CVE ID 447

Parameter 270

Edition 58

Programming Language 3

Language 2

Table 2.1: The Statistics of Unique Keywords in the 15 Categories of Auto-labeled
Data

Auto-labeled data, we fine-tuned the model with the top 10% frequent ambiguous

keywords (15 keywords from 153 ambiguous keywords from the original corpus) and

1,819 sentences that contain at least one ambiguous keyword with the ambiguous key-

word’s category as the sentence label from the training dataset (70% of the original

corpus). This 1,819 sentences are divided into three subsets that is training, valida-

tion, and testing consisting of 70%, 10%, and 20% sentences respectively. Figure 2.3

shows the loss and performance curves of training and validation of ambiguous Auto-

labeled sentences. After the 10 epoch, the accuracy of Training and Validation is as
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Category # of unique keywords

Org 1328

Loc Term 420

Person 781

Tech 1029

Program 1884

Device 318

Virus 328

Event 187

Hacker Group 35

Hacker 11

Table 2.2: The Statistics of Unique Keywords in the 10 Categories of Sec col Data

Figure 2.3: The Loss and Performance Graphs of CategoryClassifier’s Training and
Validation with the Ambiguous Keyword Sentences from Auto-labeled Data.

follows.

• Training: 98.2%

• Validation: 95.1%

Then, we compared with the accuracy of Testing data with CategoryClassifier and
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Figure 2.4: The Loss and Performance Graphs of CategoryClassifier’s Training and
Validation with the Ambiguous Keyword Sentences from Sec col Data.

SentCat [70]. The result is as follows:

• SentCat: 82.8%

• CategoryClassifier: 88.4%

CategoryClassifier performs better than SentCat.

In Sec col data, we fine-tuned the BERT model with all ambiguous keywords

(224 keywords from the original corpus) and 2,425 sentences that contain at least one

ambiguous keyword with the ambiguous keyword’s category as the sentence label from

the training dataset (70% of the original corpus). This 2,425 sentences are divided

into three subsets that is training, validation, and testing consisting of 70%, 10%,

and 20% sentences respectively. Figure 2.4 shows the loss and performance curves

of training and validation of ambiguous Sec col sentences. After the 30 epoch, the

accuracy of Training and Validation is as follows.

• Training: 97.1%

• Validation: 63.2%
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Then, we compared with the accuracy of Testing data with CategoryClassifier and

SentCat. The result is as follows:

• SentCat: 59.3%

• CategoryClassifier: 61.1%

CategoryClassifier performs better than SentCat as well.

In our method’s evaluation, we pick the most frequent X% of the original unique

keywords of each category where X is 10, 20, 30, 40, 50, 60, 70, 80 and 90, and we fix

the number of the ambiguous keywords as 10% of the original ambiguous keywords.

In the evaluation part, we evaluate the learned model with the validation dataset and

add the new keywords that are not listed in the dictionary but they are listed in the full

dictionary with the right category to the next iteration dictionary. We use pre-trained

models for spaCy; an English model “en core web lg” for Auto-labeled data since all

the posts are written in English, and a multi-language model “xx ent wiki sm” for

Sec col data since Russian posts are written in not only Russian but also multiple

languages including English, and this model is the only model supports Russian.

2.4.2 UTS model dataset

We prepare ten datasets involved in eight NLP tasks. For each of the datasets,

we used the original train-test splits if mentioned in the paper otherwise, we split in

80:20 ratio respectively.

Classification

MalwareTextDB-V2: This dataset [123] is constructed from 83 APT reports each

containing multiple cybersecurity-related natural language statements often mention-

ing about activities of malwares. We consider two tasks from this dataset for UTC.
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They are : (1) Sentence Classification - classifying whether individual sentences are

relevant to cybersecurity applications, and (2) Relation Classification - classifying the

relation between two given entities.We take 68 documents as train and 15 documents

test datasets. Each document has multiple sentences which we pre-process as each

input sample.

SMS-SPAM: Another classification subtask is to classify the spam messages. This

benchmark dataset [9] is for detecting SMS spam messages. The SMS-SPAM dataset

is a combination of several publicly available SMS corpus and websites.

CyberThreatDetection: This dataset [126] was constructed from three hacker fo-

rums, Twitter, and the Dream Marker forum. Short forum posts were collected and

labeled by humans into three categories. Yes, for posts that appear as malicious posts.

No, for posts not related to hacker activity. Undecided, for posts where the annota-

tor did not have enough information. For our experiment we counted the Undecided

labels as Yes labels just like the original authors.

PhishStorm: The paper [87] introduced the PhishStorm dataset which included

around 96k URLs. These URLs are labeled as normal or phishing, and were collected

through PhishTank 1 , which is a crowd sourced project where people submit phishing

URLs and were later confirmed by several people.

Event Detection

CASIE: This is the first cybersecurity Event Detection dataset [138] with five main

types of events. We consider three tasks from this dataset: (1) Event Extraction (2)

Event Argument Detection and (3) Event Argument Role Detection. Event Extraction

is a task to extract event nuggets that are words or phrases that best express the event

occurrence clearly. Event Argument Detection is a task to detect event arguments

1http://www.phishtank.com
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that are event participants or property values. They can be tangible entities involved

in the event such as person or organization, or attributes that specify important

information such as time or amount. Event Argument Role Detection is a task to

find roles between given event nuggets and event arguments. A role is a semantic

relation between an event nugget and an argument. Thus, each event type specifies

the roles it can have and constraints on the arguments that can fill them.

Named Entity Recognition

Stucco-Autolabeled: This dataset [25] is constructed from Common Vulnerabilities

and Exposure (CVE) databases containing descriptions of information security issues

from Jan, 2010 to Mar 2013. In Stucco-Autolabeled dataset, each word in the corpus

is auto-annotated with an entity type. This dataset has 15 entity types.

softNER: This dataset [145] has 20 annotated entity types from 1237 StackOverflow

QA pairs. The text is embedded with source codes constructs from many program-

ming languages.

Soft-Flaw NER: Cybersecurity NER corpus 2019 corpus [131] consists of 1000

annotated tweets. The entities marked are usually the name of the software, system,

device, or company with a security related issue, or the name of a malware. We use

this dataset for our zero-shot evaluation.

Regression

NVD CVE metrics: The NIST National Vulnerability Dataset uses vulnerabilities

found through the CVE (Common Vulnerabilities and Exposure) system. Human se-

curity experts assign a corresponding CVSS (Common Vulnerability Scoring System)

vector, and from that, the exploitability and impact score for the vulnerability is cal-

culated. We split the data from 2002 onward into train and test in a 1:1 proportion
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Figure 2.5: The Graph of the Perfor-
mance of Our Method with SentCat in the
Original Test Data.

Figure 2.6: The Graph of the
Performance of Our Method with
CategoryClassifier (BERT) in the Original
Test Data.

Figure 2.7: The Graph of the Perfor-
mance of Our Method with SentCat in the
Fully Annotated Test Data.

Figure 2.8: The Graph of the
Performance of Our Method with
CategoryClassifier (BERT) in the Fully
Annotated Test Data.

as per the previous work [139] and directly generate the scores from the descriptions.

2.4.3 Results

In Auto-labeled data, we iterated three times in the experimental evaluation of our

method. First, we evaluate the learned models with SentCat and CategoryClassifier

(BERT) approaches for solving the ambiguous keywords through the original anno-

tation. We compare the eight different approaches: LSTM-CRF, CRF [50], CNN-
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CRF, RNN-CRF, GRU-CRF, Bidirectional GRU-CRF, Bidirectional GRU+CNN-

CRF [141], and spaCy. The results are shown in Figure 2.5, Figure 2.6, and Table 2.3.

In both SentCat and CategoryClassifier (BERT) cases, the dictionary size 10% gets

the highest precision score in the dictionary size range between 10% and 90%, and

the dictionary size 70% gets the highest recall score. The recall performance is higher

than CRF method with full annotation, however, the precision performance is not as

high as we expected. When we check the original annotation, we found some annota-

tion issues. For instance, some categories like “Version” has “(” and “)” as the part of

the keywords (phrase) like “4.0 before 4.0(16)”, however, some cases are missing “)”

such as “4.1 before 4.1(7”. This incomplete paired cases are not accepted to annotate

by spaCy and our model learned only the paired cases. In addition, the original anno-

tation has many unnecessary characters that are included to the annotation such as

comma, quote(s), and double quote(s). Since the performance is calculated by exact

matches, our trained models can detect the part of the original annotated entities but

they did not count correctly. Moreover, many unique keywords are not annotated in

the original annotation, and our models detect them. On the other hand, the per-

formances of our UTS models that train BART and T5 with multiple cybersecurity

datasets of various tasks show that our UTS models can improve the performance

from BART and T5 models trained with only Auto-labeled dataset. The UTS model

with T5 (UTS-T5) reached the highest F1 score as well.

Since the original annotation accuracy has some doubt, we add the additional

annotation from the full unique dictionary if a sentence has missed an annotation

from the original. We call this new annotated test data as the fully annotated Test

data on Auto-labeled dataset, and we evaluate our learned models with this fully

annotated Test data. The results are shown in Figure 2.7, Figure 2.8, and Table 2.4.

In both SentCat and CategoryClassifier (BERT) cases, the dictionary size 10% gets
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Method P R F1

LSTM-CRF 85.3 94.1 89.5

CRF 82.4 83.3 82.8

CNN-CRF 83.1 93.9 88.2

RNN-CRF 83.5 85.6 84.5

GRU-CRF 86.5 95.7 90.9

Bidirectional GRU-CRF 88.7 95.4 91.9

Bidirectional GRU+CNN-CRF 90.8 96.2 93.4

spaCy 92.3 90.7 91.5

SentCat (10%, 1st) 62.0 75.9 68.2

SentCat (10%, 2nd) 62.1 77.1 68.8

SentCat (10%, 3rd) 62.1 77.3 68.9

SentCat (70%, 1st) 51.5 83.7 63.8

SentCat (70%, 2nd) 51.9 83.4 63.9

SentCat (70%, 3rd) 52.0 83.7 64.2

CategoryClassifier (10%, 1st) 62.4 77.3 69.1

CategoryClassifier (10%, 2nd) 62.4 77.5 69.2

CategoryClassifier (10%, 3rd) 62.6 78.2 69.5

CategoryClassifier (70%, 1st) 52.4 85.0 64.8

CategoryClassifier (70%, 2nd) 52.3 84.2 64.5

CategoryClassifier (70%, 3rd) 52.1 84.6 64.5

BART 99.9 40.3 54.8

UTS-BART 100.0 41.0 55.47

T5 96.5 95.4 95.97

UTS-T5 100.0 97.7 98.81

Table 2.3: The Comparison of the Recent NER Methods with the Average Weighted
Performance Metrics. P, R and F1 are the Represent Precision, Recall and F1 Score
Respectively.
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Method P R F1

SentCat (10%, 1st) 90.3 70.3 79.1

SentCat (10%, 2nd) 90.5 70.7 79.4

SentCat (10%, 3rd) 90.6 70.8 79.5

SentCat (70%, 1st) 88.1 89.1 88.6

SentCat (70%, 2nd) 88.0 88.9 88.4

SentCat (70%, 3rd) 88.2 89.1 88.6

CategoryClassifier (10%, 1st) 83.5 58.4 68.7

CategoryClassifier (10%, 2nd) 90.9 70.9 79.6

CategoryClassifier (10%, 3rd) 90.9 71.4 79.9

CategoryClassifier (70%, 1st) 88.3 90.0 89.1

CategoryClassifier (70%, 2nd) 88.5 89.4 88.9

CategoryClassifier (70%, 3rd) 88.1 89.7 88.9

Table 2.4: The Average Weighted Performance Metrics of Our Method with SentCat
and CategoryClassifier (BERT) for All Entity Types on the Full Annotation by the
Full Dictionary. P, R, F1 are the Represent Precision, Recall and F1 Score Respec-
tively.

the highest precision score in the dictionary size range between 10% and 90%, and

the dictionary size 70% gets the highest recall score. The recall performance is higher

than CRF method with full annotation, however, the precision performance is not as

high as we expected. Thus, our method can create the high quality train corpus with

the smaller dictionary than the full unique dictionary.

In Sec col data, we compare the ten different approaches as follows:

(A) CRF

(B) BiDirectional LSTM

(C) BiDirectional LSTM with a CRF-classifier as an output layer
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(D) BiDirectional LSTM with BiDirectional LSTM embeddings

(E) BiDirectional LSTM with BiDirectional LSTM embeddings and a CRF-classifier

as an output layer

(F) BiDirectional LSTM with CNN embeddings

(G) BiDirectional LSTM with CNN embeddings and a CRF-classifier as an output

layer

(H) spaCy (CNN)

(I) SentCat (number is % of the dictionary size)

(J) Our method with BERT (number is % of the dictionary size)

and the core layer in (B)-(G) is Bidirectional Long-Short Term Memory (BiLSTM)

Neural Network (NN) [53, 63]. Models (C), (E) and (G) use a CRF-classifier as an

output layer [63, 78, 86]. Models (D)-(G) also have special layers that build character

embeddings [78, 86]. While models (D) and (E) use BiLSTM-layer to build character

embeddings, models (F) and (G) use CNN-layer for the same purpose. The result

data of (A)-(G) are from [142]. Table 2.5 shows the result.

In both SentCat and CategoryClassifier (BERT) cases, the dictionary size 30%

and 70% performs better in many categories.

Since the original annotation accuracy has some doubt on Sec col data as well,

we add the additional annotation from the full unique dictionary if a sentence has

missed annotation from the original. We call this new annotated test data as the fully

annotated Test data on Sec col dataset, and we evaluate our learned models with this

fully annotated Test data. Table 2.6 shows the result with this fully annotated Test

data. The performance of each case is better than the original annotation since the
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Category (A) (B) (C) (D) (E) (F) (G) (H) (I)-30 (I)-70 (J)-30 (J)-70

Person

P 85.4 28.9 61.2 79.1 85.7 72.8 79.2 67.4 56.4 50.1 55.0 47.1

R 57.8 8.9 30 46.9 54.7 35 49.1 66.3 52.1 59.1 52.9 54.5

F1 68.9 13.5 40.3 58.9 66.8 47.2 60.6 66.7 54.1 54.1 53.8 50.4

Loc

P 96.7 90.2 88.1 92.7 92.9 95.5 94.6 79.8 78.2 79.4 80.2 80.1

R 81.9 39.4 53.5 70 82.3 52.5 73.5 83.7 84.7 83.8 83.2 81.4

F1 88.6 54.8 66.6 79.8 87.3 67.6 82.7 81.7 81.3 81.5 81.6 80.7

Org

P 85.9 68.7 73 75.3 78.1 78.3 76.4 66.6 47.2 43.8 66.0 56.4

R 65.5 30.3 38.3 62.1 69.1 48.6 67.5 60.4 45.6 53.0 47.4 52.0

F1 74.3 42 50.2 68.1 73.3 59.9 71.6 63.2 46.3 47.9 55.2 54.1

Hacker

P 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

R 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

F1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

HackerGroup

P 87.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

R 14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

F1 24 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Program

P 82.1 56.6 65.1 77.6 85.8 71.4 78.5 49.8 40.9 42.3 38.2 39.2

R 61.2 29 40.4 51.3 60 57.1 58.2 55.6 32.6 41.2 43.9 49.3

F1 70 38.4 49.9 61.8 70.6 63.4 66.6 52.5 36.2 41.6 40.8 43.4

Device

P 65.4 0.0 0.0 0.0 11.1 18.8 11.9 20.4 6.9 7.4 0.0 0.0

R 21.9 0.0 0.0 0.0 0.8 2.5 0.8 3.5 6.9 6.8 0.0 0.0

F1 32.5 0.0 0.0 0.0 1.5 4.3 1.3 5.8 6.7 6.8 0.0 0.0

Tech

P 71.3 63 67.2 71.8 77.4 70.2 76.6 58.9 46.4 42.4 40.4 38.1

R 53.6 4.1 16.8 55.5 41.9 48 53.7 66.9 44.7 49.3 55.3 59.3

F1 61.1 13.3 26.9 62.6 54.4 57 63.1 62.4 45.5 45.5 46.6 46.4

Virus

P 68.5 0.0 0.0 0.0 37.5 3 23.8 50.0 59.0 70.5 0.0 0.0

R 28.3 0.0 0.0 0.0 5.1 0.4 3.8 17.9 12.3 8.0 0.0 0.0

F1 39.6 0.0 0.0 0.0 9 0.7 6.6 24.5 19.8 14.2 0.0 0.0

Event

P 67.8 0.0 0.0 0.0 71.4 0.0 37.6 56.2 50.0 25.0 25.0 25.0

R 27.2 0.0 0.0 0.0 5.9 0.0 7.2 9.6 2.9 0.7 0.9 0.4

F1 38.5 0.0 0.0 0.0 10.9 0.0 12 16.0 5.5 1.4 1.7 0.7

Table 2.5: The Result of Test Data on Sec col Data. P, R, F1 are the Represent
Precision, Recall and F1 Score Respectively.

original annotation missed some keywords and annotated incorrectly. We got the best

performance in Precision or Recall in four out of ten categories: “Person”, “Location”,

“Tech”, and “Virus”. Thus, our method can perform better in some cases even if the

dictionary size is smaller than original.
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Category (I)-40 (I)-70 (J)-30 (J)-70

Person

P 70.9 71.2 69.6 69.5

R 63.6 67.5 53.9 64.0

F1 67.0 69.2 60.6 66.4

Loc

P 75.3 79.1 80.5 80.5

R 85.3 83.2 82.7 80.8

F1 79.9 81.0 81.5 80.5

Org

P 47.8 47.8 66.0 60.1

R 49.9 53.4 44.3 52.1

F1 48.9 50.5 53.0 55.8

Hacker

P 0.0 0.0 0.0 0.0

R 0.0 0.0 0.0 0.0

F1 0.0 0.0 0.0 0.0

HackerGroup

P 0.0 0.0 0.0 0.0

R 0.0 0.0 0.0 0.0

F1 0.0 0.0 0.0 0.0

Program

P 45.8 44.3 39.8 41.0

R 35.1 40.5 43.3 48.5

F1 39.6 42.1 41.4 44.2

Device

P 13.3 14.1 0.0 0.0

R 12.6 11.6 0.0 0.0

F1 12.8 12.6 0.0 0.0

Tech

P 61.5 60.1 53.2 50.9

R 54.5 56.8 58.9 64.0

F1 57.8 58.3 55.9 56.7

Virus

P 84.2 72.6 0.0 0.0

R 7.7 6.5 0.0 0.0

F1 13.6 11.9 0.0 0.0

Event

P 8.3 25.0 25.0 25.0

R 0.5 0.8 0.9 0.4

F1 0.9 1.5 1.7 0.8

Table 2.6: The Result of the Fully Annotated Test Data on Sec col Data. P, R, F1
are the Represent Precision, Recall and F1 Score Respectively.
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2.5 Discussion

2.5.1 Analysis: Auto-labeled data

We checked the new keywords from the validation data in each model, and noticed

that there are so many keywords that are easily identified in the specific category, but

they are not annotated in the original corpus [25]. For instance, Some CVE IDs are

special and unique such as CVE-2008-2565.1 and CVE-2009-4083.1, but the models

learned from our annotated training data can detect them with the correct “CVE ID”

category. Since the original annotation uses the simple regular expression to detect

CVE IDs, they missed these unique cases in the original annotation.

In addition, “Programming Language” category has one keyword “JavaScript”

originally, and this “JavaScript” is an ambiguous keywords that also belongs to

“Function” and “Method” categories. We could find “C++” and “C#” as “Pro-

gramming Language” from the learned models but they are not annotated in the

original dataset. Furthermore, some cyber attack related phrases (“Relevant term”

category phrases) such as “Cross-application scripting” and “Cross-zone scripting”

are detected from our trained models but they are not annotated in the original

dataset as well.

Moreover, many typos or extended version of application names are detected

by our models. For instance, “OpenSSL”, “VLC Media Player”, “Enterprise Man-

ager Grid Control” are in “Application” category of the original dictionary, and our

trained models with both SentCat and CategoryClassifier train datasets can detect

“openSSL”, “VLC”, “VLC 1.1.8”, and “Enterprise Manager Grid Control EM Base

Platform”. These detected words are not listed in the original dictionary, and they

are not annotated by the original work.

On the other hand, the learned models detects file paths such as “apps/admin/
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handlers/” and “admin/action/” as “File” category, and file names with unnecessary

characters such as “Admin/frmSite.aspx , (” and “admin/OptionsPostsList.php in”.

The issue of file paths has come from the frequent patterns of the file names. The

frequent substrings of the file paths such as “/Admin/” and “apps/” are considered

one of the features in the trained NER models and the phrases that contain the

above patterns are extracted. The issue of the additional character is the problem of

annotation or original text. For instance, the original text does not have the proper

spacing between file name and other words or characters, the chunking the sentence

in the learning NER model process affected the inaccurate chunking words from these

sentences.

The original annotation has some issues such as using regular expressions and an-

notate wrong words and phrases with wrong categories like “7.50/7.53” as “File” cat-

egory. However, our models with both SentCat and CategoryClassifier train datasets

can annotate them as “Version” category.

In evaluation part, on average, about 2,794 entities are newly detected by a model

with SentCat and about 438 of them are in the original keyword list, and about

2,960 entities are newly detected by a model with CategoryClassifier and about 422

of them are in the original dictionary. CategoryClassifier can detect more entities

but SentCat can detect more entities in the original keyword list. The best ratio

of the entities in the original dictionary is 10% of the original dictionary size case

for both SentCat and CategoryClassifier, and 33.4% (778 out of 2,327 entities are in

the original dictionary) with SentCat and 29.1% (615 out of 2,113 entities are in the

original dictionary) CategoryClassifier respectively.
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2.5.2 Analysis: Sec col data

As the results of Sec col data show in Table 2.5 and Table 2.6, our models with

both SentCat and CategoryClassifier cannot learn and detect entities of “Hacker”

and “Hacker Group” categories. We checked the original dictionary and found the

following points: “Hacker” and “Hacker Group” categories have very small numbers

of their entities (12 entities for “Hacker” and 37 entities for “Hacker Group” respec-

tively), and half of the hacker names in the original dictionary starts and ends with

double quotes. The spaCy’s system could not handle many cases of entities starting

and ending with double quotes or parentheses. Thus, these original annotation issues

and spaCy’s issue may cause the low performance of “Hacker” and “Hacker Group”

categories.

In addition, spaCy has only one pre-trained model to support Russian, and the

model covers multiple languages widely but not deeply. Since Sec col data has the

posts and forum publications from a Russian cybersecurity forum, it has many tech-

nical keywords in English and Russian. We suspect that the pre-trained model does

not have the vector representation of many of these technical words and could not

learn the semantic relations of the entities.

However, our models with both SentCat and CategoryClassifier can detect some

useful but original annotation missed entities. For instance, “Taiwan”, “Korea” and

“Province of China” are all some geological words (locations) and categorized as

“Loc” category by our models but the original annotation did not have these entities.

In addition, the models detected some person’s name and usernames as “Person”

category such as “Carlos Almedia” and “Xaker45reg ***kov” but they are also not

in the original annotated entities. The Sec col data is manually annotated. Thus, we

suspect there is some human mistakes during the annotation process and our models
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can detect the missed entities.

After we carefully checked the original annotations, we found some potential

and serious mistakes in the original annotation. For instance, “APT” (Advanced

Persistent Threat) is only annotated as “Virus” category in the original annota-

tion. An APT is a stealthy thread actor, so it should be annotated as “Hacker”

or “Hacker Group” category. In addition, under “Virus” category, there are so many

non virus entities are annotated such as “DDoS”, “0-day” and some CVE IDs. These

inaccurate annotations may cause to the models’ performance lower.

In evaluation part, on average, about 1,702 entities are newly detected by a model

with SentCat and about 188 of them are in the original keyword list, and about 1,559

entities are newly detected by a model with CategoryClassifier and about 200 of them

are in the original dictionary. SentCat can detect more entities but CategoryClassifier

can detect more entities in the original keyword list. The best ratio of the entities

in the original dictionary is 10% of the original dictionary size case for SentCat and

20% of the original dictionary size case for CategoryClassifier, and 31.0% (196 out of

632 entities are in the original dictionary) with SentCat and 31.6% (392 out of 1,242

entities are in the original dictionary) with CategoryClassifier respectively.

2.5.3 Discussion

Both of the experimental results with Auto-labeled data and Sec col data show

that our method can generate some high quality training data for a NER system with

smaller dictionary size comparing to the original annotated datasets.

In Auto-labeled data, both SentCat and CategoryClassifier methods perform low

precision score in the original annotation. However, when we use our annotation for

the evaluation data as well, our method performs almost same performances of the

most of the other NER methods. Since the original Auto-labeled data is annotated
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by the automated labeling method, this result shows that our method can generate

the higher quality training dataset for a NER system, and our method can annotate

more accurately than the original automated method.

In addition, we train our UTS model with BART and T5 with various cyberse-

curity datasets. The UTS models are trained with nine datasets; Classification (four

datasets), Event Detection (one dataset), Named Entity Recognition (three datasets),

and Regression (one dataset) tasks respectively. The result shows that the UTS mod-

els improve the performance comparing to the models trained with only Auto-labeled

dataset. The result supports that the UTS approach with task-based control codes

has the potential to perform better than training individually.

In Sec col data, both SentCat and CategoryClassifier methods perform highest

precision or recall scores in some categories in the original annotation such as “Per-

son”, “Location”, and “Tech”. In addition, when we use our annotation for the eval-

uation data as well, our performance increased most of the categories. However, the

performances of “Organization”, “Hacker”, “Hacker Group”, “Program”, “Device”

and “Event” categories are lower than the other methods. The “Virus” category

got the highest precision score in SentCat method but 0 score in CategoryClassifier

method. This means that CategoryClassifier may not annotate the “Virus” category

keywords correctly than SentCat.

This preliminary experiment shows the advantage of our method but there is

some space to improve. However, our method can annotate more accurately than the

automated labeling method in Auto-labeled data, and our method is able to support

multiple languages in Sec col data. In addition, we found many issues from the

original datasets and original annotations. We suspect that some low performance

in some categories may be caused by these inaccurate keywords and these categories.

The comparison of the original annotation and our method’s annotation with the
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carefully picked dictionary that has the keywords which the experts carefully evaluate

and classify the right category will be needed to reinforce the benefit of our method.

We also need to compare with the combinations of our method with other state-of-

the-art NER systems to see some of the issues in the above can be solved with the

different NER systems.

2.6 Conclusion

We propose a Human-Machine Interaction method for automatic annotation and

corpus generation and Unified Text-to-Text CyberSecurity (UTS) for multi-task

model in the cybersecurity domain. We introduced SentCat to calculate the se-

mantic similarity of the given keyword’s category and the sentence that include the

keyword to minimize the wrong annotation of ambiguous keywords. The experimen-

tal evaluation with three different corpora shows that our method performs well after

iterating the process, and our method with SentCat can find more undiscovered key-

words and useful training sentences that contain keywords. However, we find some

issue with SentCat if the sentence is short or just noun phrase case. Thus, we intro-

duced CategoryClassifier to calculate the semantic similarity of the given keyword’s

category and the sentence that includes the keyword to minimize the wrong anno-

tation of ambiguous keywords. The initial experiment shows that CategoryClassifier

performs slightly better than our previous measurement: SentCat. The experimen-

tal evaluation shows that our method performs well after iterating the process, and

reached almost same performance of the state-of-the-art methods that use the fully

annotated corpus with about 30 − 70% of the keywords to annotate. In addition,

the trained NER models with our method can detect many phrases that are not

annotated originally. Furthermore, UTS models trained with various cybersecurity

datasets improves the performance of the model that trained with a single dataset.
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UTS-T5 model performs the highest F1 score in Auto-labeled dataset. Thus, our

corpus generation method can generate the high quality training data with the small

number of keywords comparing to the original full annotated data. Our method can

help to create high quality training data for new cybersecurity domains if users need

to create a new model to detect the phrases of new categories. Our UTS approach

will increase the performance of individual task with a unified model trained with

multiple datasets with various tasks. This is the first time to apply multi-task model

in the cybersecurity field, and the result supports that the UTS approach works in

this field.

For future work, we will extend the current keyword matching algorithm to find

the noun phrase in the given sentence that includes the keyword since some keyword

appears as a part of the noun phrase but the current method annotates the keyword

itself and not the phrase. This change will increase the quality of annotation. Then,

we will extend the NER model from spaCy to the other state-of-the-art NER models

[18, 7, 42], and evaluate the difference of the performance by each NER method.

Finally, we will apply this trained NER model for other cybersecurity related tasks

such as detecting new malware names, analysis of malware families, and APT Groups

supported by more detailed information on such actors.
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Chapter 3

SOCIAL STRUCTURE CONSTRUCTION FROM THE FORUMS USING

INTERACTION COHERENCE

3.1 Introduction

Extracting social structure from forums and communities is an important task,

especially in the cybersecurity field. Researchers have used Social Network Analysis

(SNA) to identify key individuals within the hackers forums and communities in the

Deepweb and Darkweb [51, 102, 4, 163, 45, 132, 89]. To build the social network, the

member’s interaction must be taken into consideration [48]. In the forum, members’

activity is followed according to its participation on the forum [124]. In addition, SNA

is used for many applications and methods as a part of their features to predict cyber

threats and enterprise cyber incidents from Deepweb and DarkWeb forums [10, 136].

There are several structured forums and communities such as Reddit 1 and Stack

Exchange 2 . Reddit is a platform for discussions on a variety of topics on the web.

There are many threads under a specific topic, and the responses are shown in tree

structure. Stack Exchange is a network of question-and-answer (Q&A) websites on

topics in diverse fields, each site covering a specific topic. Each thread has a tree

structure to see the replies of the posted question. However, most of the communities

and forums in the Deepweb and Darkweb are unstructured, and it is hard to build

the social structure from unstructured threads. There are two user network (social

network) representations according to the reply schema of members [82]: Creator-

1https://www.reddit.com/

2https://stackexchange.com/
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oriented Network and Last Reply-oriented Network. Many of the SNA methods are

using one of the representations, or extended representation of them [132, 10, 136, 89].

The recent work [56] proposed the approach to use a neural network based model

to analyze the posts to judge whether the post is useful for the thread. Neural network

based models have outperformed existing classifiers in many text classification tasks.

They have been widely adopted as they induce useful features on their own, given

sufficient data. All posts in a thread are similar to the original post to an extent.

Helpful posts are not easily identified through similarity as a single source solution.

Their recurrent neural network based architecture is to model the relevance of a post

regarding the initial post that starts the thread, and the novelty it brings to the

discussion, compared to the previous posts in the thread.

BERT (Bidirectional Encoder Representations from Transformer) [41] is a neural

network-based technique for Natural Language Processing (NLP) pre-training. BERT

helps better understand the nuances and context of words in searches and better

match those queries with more relevant results. BERT pre-trains the two tasks:

Masked Language Modeling (LM), and Next Sentence Prediction (NSP) with raw

corpus. The second task is NSP, where BERT learns to model relationships between

sentences. In the training process, the model receives pairs of sentences as input and

learns to predict if the second sentence in the pair is the subsequent sentence in the

original document.

Inspired by all these previous works, we propose a new Social Structure Construc-

tion method. Our new method uses the Next Paragraph Prediction that we introduce

the extension of BERT’s Next Sentence Prediction since the posts in a thread usually

have more than one sentence and the number of responses of a post is not only one

but also multiple. We compare Next Paragraph Prediction model with traditional

network models. The result shows our Next Paragraph Prediction model performs
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Figure 3.1: Two Different Networks Models: Creator-oriented Network and Last
Reply-oriented Network to Represent a Given Unstructured Thread Interaction in a
Forum.

on average over 80% in the third iteration after fine-tuning on unbalanced dataset

which is the largest training data. This initial evaluation shows that our approach can

construct very accurate thread structures from unstructured threads in a forum, and

build an accurate social structures from the thread structures. We also perform the

ablation experiment over the difference between Next Sentence Prediction and Next

Paragraph Prediction. The result shows that Next Paragraph Prediction performs

better when the posts contain multiple sentences, and it can consider the semantic

meanings of the whole posts.

In addition, following procedural texts written in natural languages is challenging.

We must read the whole text to identify the relevant information or identify the

instruction flows to complete a task, which is prone to failures. If such texts are

structured, we can readily visualize instruction-flows, reason or infer a particular

step, or even build automated systems to help novice agents achieve a goal. However,

this structure recovery task is a challenge because of such texts’ diverse nature. This

paper [112] proposes to identify relevant information from such texts and generate
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information flows between sentences.

The main contributions of this paper include:

• We propose new method that predicts the possible direct response of a post to

build the social structure of a thread. This method can build a social structure

from unstructured thread.

• We introduce our new Next Phrase Prediction approach which is extended from

BERT’s Next Sentence Prediction. Next Phrase Prediction returns true when

a response post is the direct reply of a post.

• We empirically perform experiments on ten different topics under Reddit’s cy-

bersecurity field. The experimental results demonstrate our method performs

better than the traditional approaches.

• We also compared the performance between BERT’s Next Sentence Prediction

and our Next Phrase Prediction. If the response is not a single sentence, our

method performs better since the replies can be considered thematically related.

In other words, Next Phrase Prediction can use the information that is more

loosely related (e.g. question and response) than two subsequent sentences.

The rest of the paper is organized as follows: we introduce several terms and

applications related to extracting social structures and BERT in Section 2, the general

framework of our proposed method including Next Paragraph Prediction in Section

3, and finally the experimental evaluations in Section 4.
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3.2 Related Works

3.2.1 Extracting Social Structure and Network

A Social Network (SN) is defined as the representation of communication networks

where the nodes are people and the edges (arcs) correspond to the relationships be-

tween. Social Network Analysis (SNA) [156] helps to understand the relationships in

a given community through analyzing its graph representation. Users in the commu-

nity are seen as nodes and relations among users are seen as arcs. Through this way,

there are several techniques have been researched such as extract important (key)

members [105, 89], classify users according to his or her relevance within the commu-

nity [121], and discovering and describing resulting sub-communities [77]. However,

all these approaches leave aside the meaning of relationships among users. There-

fore, analysis based only on reply of posts to measure relationships’ strangeness or

weakness is not a good indicator.

To build the social network, the members’ interaction must be considered. In

general, the activities of members is followed according to its participation on the

forum such as posting or responding in the threads on the forum. There are two

network representations introduced [82]:

• Creator-oriented Network: When a member creates a thread, every reply will

be related to him or her. This network representation is the less dense network

(density is measured in terms of the number of arcs that the network has).

• Last Reply-oriented Network: Every reply of a thread is assumed to be a re-

sponse to the last post. This network representation has a medium density.

In Figure 3.1, these two approaches of network conversion of an unstructured

thread of a forum are presented. The arcs represent members’ replies and nodes
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represent the authors of the posts. In Creator-oriented network approach, the weight

of arcs in User Network (social network) will be a counter of how many times a given

member replies to posts. The two approaches create very different thread structures

and user networks. The Last Reply-oriented Network is widely used for the social

network analysis in the recent works [124, 10, 89, 136].

Since these two traditional network conversion approaches are based on prelim-

inary assumptions, we suspect that the social structures of the networks are not

accurate representations of social structure. Thus, we consider the users’ interaction

in the thread to reconstruct the thread structures from unstructured threads, then

build the social structure based on the thread structures. The recent work predicted

helpful posts in the forums [56] uses a neural network based model that determines

whether the post is useful or not. In addition, BERT has Next Sentence Prediction

to judge that a sentence is the next sentence of a given sentence. We assume that

BERT’s Next Sentence Prediction can extend to predict the response post from the

previous post.

3.2.2 BERT

BERT (Bidirectional Encoder Representations from Transformer) [41] has two

steps: pre-training with large raw corpus, and fine-tuning the model for each task.

BERT is based on Transformer [148], which can catch the long distance depen-

dency relations, because it is based on self-attention, and does not use RNN or CNN.

The input for BERT is a sentence, pair of sentences, or document, and it represents

the sequence of tokens in each case. Each token is the summation of token embedding,

segment embedding, and position embedding.

Each word is divided into sub-words, and the non-head part in the subwords will

be assigned “##”. For instance, “playing” is divided into “play” and “##ing” as
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subwords. If the input is two sentences, segment embedding gets the first sentence

token as sentence A embedding, and the second sentence token as sentence B embed-

ding (put “[SEP]” token between two sentences). In addition, the location of each

token is learned as position embedding. The head of each sentence is marked with

the “[CLS]” token. In the document classification task or two sentences classification

task, the final layer of embedding of the token is the representation of the sentence

or the two-sentences-set.

BERT pre-trains the following two tasks with the raw corpus: Task 1: Masked

Language Modeling (LM), and Task 2: Next Sentence Prediction.

BERT sets Masked LM as a task, it can use Transformer in bidirection which

read the text input sequentially both left-to-right and right-to-left. For instance, lets

assume the following sentence.

1. the men went to the store

The randomly selected word “’went’ from the above sentence is masked and the

following sentence is created.

2. the men [MASK] to the store

Then, this sentence is applied Transformer and the model is trained to predict [MASK]

part’s token correctly.

It is important to capture the relationship between two sentences in the tasks such

as Question Answering and Textual Entailment Recognition. Then, Next Sentence

Prediction task pre-trains the model. The model receives pairs of sentences as input

and learns to predict if the second sentence in the pair is the subsequent sentence in

the original document. During training, 50% of the inputs are a pair in which the

second sentence is the subsequent sentence in the original document (The following

(3)), while in the other 50% a random sentence from the corpus is chosen as the
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Figure 3.2: Sample Thread Structure and Its User Network.

second sentence (The following (4)). The assumption is that the random sentence

will be disconnected from the first sentence.

3. [CLS] the man went to the [MASK] [SEP] he bought a gallon of milk [SEP]

4. [CLS] the man [MASK] to the store [SEP] penguin [MASK] are flight ##less

birds [SEP]

While only adding a small layer to the core model, BERT can be used for a wide

variety of language tasks such as Classification tasks, Question Answering tasks (e.g.

SQuAD), and Named Entity Recognition (NER) tasks. For instance, lets consider

sentence pair classification task or sentence classification task. This task is to calculate

the probability of each class through P = softmax(CW T ) where C is the final layer’s

embedding corresponding to [CLS] and additional parameter W ∈ RK×H (K is the

number of classes).
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3.3 Proposed Method

Since both of the traditional networks do not consider the user interaction of the

thread correctly if the forum is unstructured, the social networks do not represent the

users’ interaction accurately. Thus, the new approach to build the thread structures

from the unstructured forum to generate more accurate social network is required. To

achieve this goal, it is promising to determine user interaction more clearly through

identifying who responds to whose post. For instance, Figure 3.2 shows, if the rela-

tionship between posts is figured out by understanding the likelihood of each post, the

thread structure is constructed even if the thread is unstructured, and the accurate

user network is constructed for social network analysis. We consider each post in the

forum’s thread as one paragraph, and extend BERT to predict direct response of the

post or reply as next paragraph.

We propose the following three methods; Next Paragraph Prediction (NPP), Flow

Structure, and Next Paragraph Prediction with Instructional Prompting (NPP-IP).

3.3.1 Next Paragraph Prediction

We introduce Next Paragraph Prediction that returns true if a response post

is a direct response of the previous post in a thread using BERT’s Next Sentence

Prediction idea. To extend Next Sentence Prediction in BERT to Next Paragraph

Prediction, we need to consider the following differences between sentence and para-

graph.

• The next sentence is usually unique. However, the next paragraph (in this

case, a responding post to the previous post) may be not unique and multiple

responses may exist against a post. Although, in this approach, the replies

can be considered thematically related, it could be argued that they are more
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Algorithm 5 NextParagraphPredictionTraining

Input: Structured threads in a forum Forum

Output: Fine-tuned model for Next Paragraph Predic-

tion

1: TrainTripletList = []

2: for all Thread ∈ Forum do

3: parentDict = {}

4: postList =list of all posts in Thread

5: posCount = 0 # count the positive example number per thread

6: for all post ∈ postList do

7: if parentPost of post is not ROOT then

8: parentDict [post ] = parentPost

9: TrainTripletList add (True, parentPost , post)

10: posCount+ = 1

11: end if

12: end for

13: for i = 0; i < posCount ; i+ + do

14: Randomly picks post1 and post2 from postList where post1 6=

parentDict [post2 ] and post1 6= post2

15: TrainTripletList add (False, post1 , post2 )

16: end for

17: end for

18: Fine-tuning the BERT model with TrainTripletList for training the model for

Next Paragraph Prediction
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loosely related (e.g. question and response) than two subsequent sentences. In

this regard, the case at hand is semantically closer to two paragraphs.

• Next Sentence Prediction creates same number of negative case from the positive

case by randomly picking the next sentence from the training corpus. However,

this approach may pick another positive paragraph as a negative sample.

Considering the above differences, the training process of Next Paragraph Prediction

is shown in Algorithm 5. NextParagraphPredictionTraining algorithm generates the

training corpus from the given structured forum data and using the labeled pairs of

paragraphs are used for fine-tuning BERT model for Next Paragraph Prediction. The

examples of the positive paragraphs pair and negative paragraphs pair are shown in

(5) and (6) respectively.

5. [CLS] Just bought a subscription . Thank you for the use ##ful service . We

find it very value ##able for aware ##ness [MASK] [SEP] Thank you for the

support and kind words [SEP]

6. [CLS] Ok . [MASK] . [SEP] I really [MASK] not know what I am looking

honestly . [SEP]

3.3.2 Flow Structure

We map each post of a thread as a node in a graph, and the direct replies as edges.

The task is then simplified into an edge prediction task: Given a pair of nodes, find

if there is an edge between them. We learn feature representations of nodes using

language models like BERT/RoBERTa [43, 83]. Then, to make the nodes aware of

their neighboring sentences, we use Graph Neural Network (GNN) to update the node

representations. We check for the edge between every pair of nodes in a graph and
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reduce the task to a binary classification during inference. This formulation enables

us to predict any kind of structure from a document.

Our goal is to find paths or traces of actions or information between posts. This

needs an understanding of each post’s interconnection. Hence, we modeled the prob-

lem into an edge prediction task in a graph using GNNs. We represent each post as a

node and directed edges as information flows. Since this is procedural text (unidirec-

tional nature) of instructions, we consider only the directed edges from one sentence

Sn to any of its next sentences Sn+i. The node representations are learned using

language models (LM) and GNNs.

Each threat (Di) is converted into a series of posts (Sj) where n is the number of

valid posts in a threat.

Di = {S0, S1, S2...Sn−1}

Document to Graph Representation

A graph (G = (V,E)) is formally represented as a set of nodes (V = {v0, v1, ..})

connected by edges (E = {e0, e1, ..} where ei = {vm, vn}). We consider the posts (Sj)

of any thread (Di) as nodes of a directed graph (Gi). We experiment with two graph

structure types for learning better node representation using GNN. First, we form

local windows (WN , where N = 3, 4, 5, all posts) for each post and allow the model

to learn from all of the previous post in that window.

We form the document graph by connecting each post with every other post

in that window, with directed edges only from Si to Sj where i < j. We do this

since procedural languages are directional. We call this configuration Semi-Complete.

Second, we consider connecting the nodes linearly where every Si is connected to Si+1

except the last node. We call this Linear setting.
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We use LMs like BERT and RoBERTa to generate initial post representations. For

each sentence (Si), we extract the pooled post representation (CLSSi
) of contextual

BERT/RoBERTa embeddings (hSi
). We use CLSSi

as node features for the graph

(Gi).

hSi
= BERT ( [CLS ]s0s1...sn−1 [SEP ] )

Neighbor Aware Node Feature Learning

Since the LM post vectors are generated individually for each post in the threat, they

are not aware of other local post. So, through the semi-complete graph connection, the

model can learn a global understanding of the thread. However, the linear connection

helps it learn better node representation conditioned selectively on its predecessor.

We call the connected nodes as the neighbor nodes. We use Graph Convolutional

Network (GCN) [75] and Graph Attention Network (GAT) [149] to aggregate the

neighbor information for each node following the generic graph learning function

(3.1)

Hl+1 = f(Hl,A) (3.1)

where A is the adjacency matrix of the graph, Hl and H(l+1) are the node represen-

tations at lth and (l + 1)th layer of the network and f is the message aggregation

function. In GCN, each node i, aggregates the representations of all of its neighbors

N(i) based on A and itself at layer l and computes the enriched representation hl+1
i

based on the weight matrix Θ of the layer normalized by degrees of source d(i) and

its connected node d(j) as per (3.2). In GAT, messages are aggregated based on

multi-headed attention weights (α) learned from the neighbor node representations
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hl
j following (3.3).

hl+1
i = Θ

∑
j∈N(i)∪{i}

1√
d(i)d(j)

hl
j (3.2)

hl+1
i = αiiΘhl

i +
∑

j∈N(i)

αijΘhl
j (3.3)

Projection

We concatenate the neighbor aware node representations of each pair of nodes (hi;hj)

from a graph and pass it through two projection layers with a GELU [57] non-linearity

in between. We use the same non-linearity functions used by the BERT layers for

consistency. We steadily decrease the parameters of each projection layer by half.

During testing, given a thread, we are unaware of which two posts are connected. So,

we compare each pair of nodes. This leads to an unbalanced number of existing (1)

and non-existing (0) edge labels. Hence, we use weighted cross-entropy loss function

as in equation (3.4) and (3.5), where L is the weighted cross-entropy loss, wc is the

weight for class c, i is the data in each mini-batch.

L(x, c) = wc

(
− xc + log

(∑
j

exp(xj)
))

(3.4)

L =

∑N
i=1 L(i, ci)∑N

i=1wci

(3.5)

3.3.3 Training and Inference

Our training data comprises a set of posts and the connections as an adjacency ma-

trix for each document. Batching is done based on the number of graphs. GCN/GAT

updates the post representations. A pair of node representations are assigned a label

of 1 if there is an edge between them; otherwise, we assign them 0. Thus, we model it

as a binary classification task as in equation (3.6) where f is the projection function, g

is the softmax function, and y is the binary class output. Depending on the weighted
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cross-entropy loss, the node representations get updated after each epoch. During

inference, the model generates node representations of each post in a test thread, and

we predict whether an edge exists between any two nodes in a given thread graph.

yc = arg max
k
g(f(hi; hj), k) c ∈ {0, 1} (3.6)

3.3.4 NPP with Instructional Prompts

Our proposed NPP-IP model is based on infusing the original dataset with specific

task instructions using an instruction prompting function. Formally, the instruction

prompting function fprompt(·) is defined as

fprompt(x) = I||x, (3.7)

where —— represents concatenation of instruction prompt I with training sample x.

Instruction prompt I is formally defined as:

Ψ

Task Description:

ΨYou are given two posts and you need to generate True if they are the direct

reply relation, otherwise generate False.

ΨPositive Example:

post1: Windows Defender Gets a New Name: Microsoft Defender

post2: Bring back MSE and its ui even logo looks cool...

output: True

Negative Example:

post1: Windows Defender Gets a New Name: Microsoft Defender

post2: Title says it

output: False”

Training sample x is formally defined as

x = Post k —— [sep] —— Post k + i, (3.8)
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which represents a pair of concatenated posts at index k and k + i with a separation

key [sep], such that i 6= 0.

The NPP-IP model leverages five framing techniques defined in [100] for fram-

ing the instruction prompting information I. First, the Use Low Level Patterns

technique is accomplished by providing a simple task descriptor to correctly output

a value of True or False if a reply relationship exists between posts without includ-

ing any cybersecurity jargon. Second, Itemized Instructions are provided via the

positive and negative examples with the corresponding output in bulleted list format

for thread structure prediction. The positive and negative examples also fulfill the

Break It Down technique by defining simpler sub-tasks corresponding to identifying

negative and positive examples. This is also where cybersecurity information is intro-

duced into the instructional prompt. Next, Enforce Constraints is accomplished

by constraining the examples to their respective outputs of True or False. Lastly,

the Specialize Instructions technique is accomplished by specifically stating the

expected output in both task description and examples.

Figure 3.3 shows the BERT-based neural network structure used by an NPP model

as well as the resultant NPP-IP model after introducing instructional prompting

information. The original dataset gives two posts as its input, where the label space

is defined as {True, False}, defining whether posts share a direct response relation

or not. Including instructional prompting provides critical task information for both

positive and negative cases, which are then used in the embedding and subsequent

prediction task during training.

3.3.5 Social Structure Construction

Using the fine-tuned model for NPP, Flow Structure, or NPP-IP as a thread

prediction model, Social Structure Construction algorithm builds the social structure
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Figure 3.3: The Original NPP Model (Left) Combines a Pair of Posts to Predict
Whether One Post is a Response to the Other. Our NPP-IP Model (Right) Incor-
porates Instructional Prompt Information into the NPP Structure Allowing for Task
Information to be Leveraged.

of unstructured forum to generate the social network of users therein. Algorithm 6

shows the process to generate the social structure of the given unstructured forum. If

one of our thread structure prediction models TPM in Algorithm 6) returns “true”

for given two individual posts from same thread, the thread structure puts the edge

between the two posts’ nodes.

Once the social structure of unstructured forum is built, the social network (user

network) is easily extracted for the social network (user network) from the social

structure for Social Network Analysis. This approach will build the accurate social

network for unstructured forums compared to the traditional approaches: Creator-

oriented Network and Last Reply-oriented Network.
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Algorithm 6 SocialStructureConstruction

Input: Unstructured threads in a forum Forum, Thread Prediction Model TPM

Output: SocialStructure

1: ForumStructure

2: for all Thread ∈ Forum do

3: ThreadStructure

4: postList =list of all posts in Thread

5: for 1 ≤ i ≤ |postList | do

6: for 1 ≤ j ≤ |postList | do

7: if i 6= j and postList [j] posted after postList [i] then

8: post1 = postList [i]

9: post2 = postList [j]

10: if TPM (post1 , post2 ) returns True then

11: ThreadStructure add the edge from post2 to post1

12: end if

13: end if

14: end for

15: end for

16: ThreadStructure is added to ForumStructure

17: end for

18: Generate SocialStructure of the Forum based on ForumStructure

3.4 Evaluation

We evaluated our proposed method with ten different Reddit topics related to the

cybersecurity field, and compared with the traditional approaches: Creator-oriented

Network and Last Reply-oriented Network. The evaluation performance is measured
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to return the accuracy of the prediction of the correct pairs of paragraphs (post and

reply) in the structured threads. We generate the training corpus for fine-tuning the

Next Paragraph Prediction model and we use the corpus for the evaluation as well.

3.4.1 Data

Reddit is a popular platform for discussing a wide-variety of topics on the web.

This discussion platform presents each thread in the forum of a tree structure, so that

it is clear to see the users’ interactions such as who replies to whose post and when

the response is posted. We picked the following ten topics from “cybersecurity” field

in Reddit and extracted the threads of these topics: “cyber security”, “AskNetsec”,

“ComputerSecurity”, “cyberpunk”, “cybersecurity”, “Hacking”, “Malware”, “Mal-

warebytes”, and “security”.

Each post or response under a forum in a topic is considered a paragraph, and the

positive pair of the paragraphs is created if a paragraph’s ID appears in the response’s

children list. The statistic of our collected ten Reddit topics is shown in Table 3.1.

Our proposed models were also evaluated using 20 hacker forum threads from

three English hacker forums annotated by human experts, which is referred to as the

“Hacker Forums” dataset. The forum thread data is from CYR3CON 3 . The average

posts per thread is 15.4. Four cybersecurity experts checked posts in each thread, and

annotated a relation of two posts in a thread which the two posts are direct response

relations or not. The site names and usernames are anonymized. The topic, thread,

and post information from the Hacker Forums dataset are provided at Table 3.2.

3https://www.cyr3con.ai

67

https://www.cyr3con.ai


Topic Name TH Posts

cyber security 8 48

AskNetsec 14 338

ComputerSecurity 12 110

cyberpunk 11 176

cybersecurity 11 158

Hacking 12 370

Hacking Tutorial 12 110

Malware 9 82

Malwarebytes 8 72

security 8 184

Table 3.1: The Statistics of the Evaluated Data from Reddit Ten Topics. TH Means
the Number of Threads in Each Topic, Posts Means the Number of Posts

Forum # TH Posts

Forum1 7 169

Forum2 7 80

Forum3 6 58

Table 3.2: The Hacker Forums Dataset Consisted of 20 Threads from Three Hacker
Forums. “TH” is Defined as the Number of Threads in Each Topic While “Posts” is
Defined as the Number of Posts Across the Different Threads.
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3.4.2 Metrics and Task

Our proposed NPP, NPP-IP, and FS methods were evaluated against several dif-

ferent methods for thread structure prediction using cybersecurity related posts. Two

language models, BERT (BE) and RoBERTa (RB), were explored when training the

NPP and proposed NPP-IP models, where -B and -L represent base and large models

for each LM respectively.

We compared performance with well known methods, Creator-Oriented Network

(CO) and Last Reply-Oriented Network (LR) using Precision (P), Recall (R), and

F1 score (F1) metrics reported in Tables 3.3 and 3.4 for Reddit and Hacker Forums

datasets, respectively.

3.4.3 Experimental Results

Tables 3.3 and 3.4 show the results of Reddit and Hacker Forums datasets, respec-

tively. NPP-IP and FS methods outperformed all other methods for thread structure

prediction across all. Most of the cases, NPP-IP improves the performance from NPP.

FS method reached the highest performance in Reddit dataset, however, it did not

perform well in hacker forum dataset.

3.5 Discussion

Our NPP approach out performed to the existing methods, CO and LR in both

Reddit and Hacker forums datasets. This means that our approach can consider

the context of each posts and determine the user interaction to predict the thread

structure. However, the highest F1 scores of NPP in Reddit and Hacker Forums

datasets are 0.4 range.

We extended NPP training process with instructional prompts (NPP-IP). As the
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Method Model P R F1

CO - 0.00 1.00 0.01

LR - 0.72 0.12 0.20

NPP

BE-B 0.42 0.46 0.44

BE-L 0.36 0.51 0.42

RB-B 0.59 0.33 0.43

RB-L 0.41 0.57 0.48

NPP-IP

BE-B 0.48 0.46 0.47

BE-L 0.64 0.41 0.50

RB-B 0.62 0.43 0.51

RB-L 0.39 0.56 0.46

FS

BE-GCN 0.36 0.79 0.50

RB-GCN 0.60 0.47 0.53

BE-GAT 0.65 0.40 0.49

RB-GAT 0.45 0.66 0.53

Table 3.3: Results from the Reddit Test Data Show that the NPP-IP and FS Meth-
ods Outperformed All Other Methods for Thread Structure Prediction Across All but
One of the Different BERT Language Models Analyzed.

results show that the NPP-IP improved the performance than original NPP in most

of the cases. This is the first time to apply instructional prompts to the cybersecurity

domain, and the results prove that instructional prompts work in the cybersecurity

domain as well. The F1 scores of NPP-IP in both Reddit and Hacker Forums datasets

are 4-50 times better than the existing CO and LR methods.

Our FS approach performed best in Reddit dataset, however, it did not perform

well in the Hacker Forums dataset. NPP and NPP-IP are determining the pairs

of posts to find the given posts are direct reply or not. On the other hand, FS
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Method Model P R F1

CO - 0.03 0.44 0.05

LR - 0.50 0.06 0.11

NPP

BE-B 0.39 0.43 0.41

BE-L 0.84 0.27 0.41

RB-B 0.50 0.35 0.41

RB-L 1.00 0.28 0.44

NPP-IP

BE-B 0.80 0.38 0.52

BE-L 0.61 0.44 0.51

RB-B 0.74 0.31 0.44

RB-L 0.47 0.35 0.41

FS

BE-GCN 0.31 0.86 0.46

RB-GCN 0.31 1.00 0.47

BE-GAT 0.32 0.79 0.46

RB-GAT 0.32 0.73 0.45

Table 3.4: Results from Each of the Anonymous Hacker Forums Demonstrated that
the NPP-IP Outperformed All Other Models. The NPP, NPP-IP, FS Models were
both Trained with Reditt Data Further Demonstrating NPP-IP Inference Perfor-
mance Robustness on Unrelated Cyber Forums.

approach receive all posts in a thread and predict the thread structure itself. The

Hacker Forums dataset has real hacker forums posts that have many grammatical

mistakes and mixed with multiple languages and codes. These noise may affected the

performance.

A common issue between NPP, NPP-IP, and FS approaches is predicting some

non direct response posts as direct response. This is because many reply posts quoted

the previous posts. We suspect that our models may catch these quoted part to judge

the direct reply or not. There are several error cases that are not easy to solve.
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Figure 3.4: An Interesting Case in Reddit Dataset. Since the Actual URL is Harmful
Site URL, We Replaced It as *URL*.

Figure 3.4 shows an interesting case we found in the Reddit dataset. For the

question post “Can you send a link to the tutorial?”, a user responded “*URL*”

and “in the comment”. In the ground truth, “in the comment” is the response of

“*URL*”, however, both of our models predicted “in the comment” is the response

of “Can you send a link to the tutorial?”. We think that “in the comment” reinforces

the post “*URL*” and also answers the original question. Since the ground truth is

based on the thread tree structure, it only has one interaction even if it can interact

with multiple posts or users. However, due to the tree structure in Reddit, the

ground truth from the subreddit structure is assigned to only one of them. We found

some cases that our methods predicted a post replied to multiple posts, and only

one of them is correct as we mentioned before. Thus, these cases may decrease the

performance of our methods.

In the Hacker Forums dataset, two hacker forums have a feature to quote the
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Figure 3.5: An Interesting Case in Hacker Forums Dataset.

referencing post in the same thread. However, the quote feature catches not only the

referencing post but also the referencing post’s referencing post if it has. Figure 3.5

shows the example of this case. User C replied (referenced) User B post, however, the

User B referenced User A post as well. Then, both NPP and NPP-IP models predicted

the pair of User C post and User A post are direct reply relationship since User C

post contains User A post content through referencing User B post. We observed

many this false positive cases, and this type of error effected some performance in

the Hacker Forums dataset. Some pre-process to remove reference’s reference post

content will be needed to solve this issue.

3.6 Conclusion

Predicting thread structures within cybersecurity forums is a crucial component

in defining key social networks used to identify prominent users who provide useful

information. Identifying these users can facilitate prediction and prevention of future
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cyber incidents and attacks.

We proposed three models for predicting thread structures. A A prompt-based

learning model called Next Paragraph Prediction with Instructional Prompting (NPP-

IP) for predicting thread structures across different cybersecruity topics was intro-

duced. The three methods were evaluated using two different datasets and compared

against several well known methods. The results show that the NPP-IP method

had considerable improvement over existing methods, achieving the highest F1 score

across different real world hacker forum datasets.
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Chapter 4

IDENTIFYING KEY USERS CONSIDERING USER INTERACTIONS AND

CYBER ATTACK RELEVANCE OF THE HACKER FORUMS’ POSTS

4.1 Introduction

From national defense to private industry, cybercrimes cost trillions of dollars

in damages worldwide impacting different sectors of society each year [47]. Current

trends of cybercrimes indicate a considerable rise in the future as hacker tools become

more sophisticated and ubiquitous [101]. This trend is partially caused by the advent

of the dark web which has given hackers the opportunity to interact, profit, and

exchange information on the dark web forums [52]. However, there are users with

different levels of knowledge in the hacker forums, and the cybersecurity researchers

who want to identify emerging cyber threats need to scrutinize these individuals

to find key hackers (users) [163]. Thus, identifying key users is an important task

to predict cyber attacks since highly-skilled hackers are usually more successful in

their goals [102]. For instance, “WannaCry” ransomware attack directed against not

only hospitals in the U.K. but also numerous other worldwide targets was discussed

on a dark web forum a few weeks prior [143]. In addition, “Anna-Senpai” released

the source code of the Mirai Botnet on a popular hacker forum in 2016, and then

numerous copycat botnets have been made since then [144]. Identifying the key users

is a complex problem for cybersecurity since they are a small percentage of the hacker

forum users.

There are several works using social network analysis (SNA) to identify key users

in hacker forums [162, 133, 89, 115]. There are challenges for key users. Since some
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of these forums discuss a variety of topics such as hacking tools, drugs, and firearms,

some works use the filters to remove the unrelated posts or topics [10]. In addi-

tion, since most of the forums are unstructured, many works use some assumption

to create the thread structures such as Creator-oriented network and Last Reply-

oriented Network based upon temporal interaction assumptions [82] for social net-

works [132, 10, 136, 89, 120]. The users’ interactions must be considered to build the

social network [48], however, these works did not consider the user interactions since

there was no context considered method until the Next Paragraph Prediction (NPP)

method [71] was proposed.

In our approach, we improve the quality of the extracting key (influential or knowl-

edgeable) users in the hacker forums who provide cyber incidents and attacks informa-

tion using our proposed three points. (i) Building the thread structure considering

the user interaction using the Next Paragraph Prediction (NPP) method [71]. In-

stead of the existing two assumption network methods, this approach considers the

user interactions based on the post contents. Thus, the accuracy of the built thread

structure will increase since most of the (hacker) forums are unstructured. (ii) Since

our interest is to identify the influential users who provide cyber incidents and attacks

information, we do not want to consider the users who post unrelated topics or put

less weight on them. We introduce Cyber Attack Relevance Scale (CARS) and the

model predicts the scale of posts to filter the forum posts. Since many previous works

manually analyze the results to remove these unrelated posts or users, our approach

will automatically eliminate or give less weighting for the posts of unrelated topics.

(iii) Combining the above two methods to create a new social network analysis tool,

NPP-CARS, to identify the influential users in the hacker forums who provide cyber

incidents and attacks information.

We evaluate the CARS dataset with eight classifiers, and social network analysis
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with the combination of the best CARS model and NPP method with six English

hacker forums. The instructional prompting BiLSTM model shows average F1 score

0.81 as the best performed CARS model. The comparison of the extracted top 10

users from the traditional approaches and our new approach, NPP-CARS, shows

that the NPP-CARS approach can extract more potentially useful users who post

many cybersecurity related topics than the other approaches. Thus, our NPP-CARS

approach will assist in extracting cyber threat intelligence from hacker forums, and

predict future cyber incidents or attacks from the posts in the hacker forums.

The contributions of this work are as follows:

• Introducing Cyber Attack Relevance Scale (CARS) for scaling posts based on

how much exploited cyber incident or attack related information in the posts.

• We apply Prompt-based learning to the Cybersecurity domain for the first time.

• We apply the Next Paragraph Prediction (NPP) method to predict thread struc-

ture for social network analysis for considering user interactions.

• The evaluation results show that our approach, NPP-CARS, can extract more

users who mainly discuss cyber incidents and attack related topics than the

traditional methods.

The rest of the paper is organized as follows: we introduce several terms and

applications related to our proposed approach in Section 5.2, proposed our approach

and methodology in Section 4.3, training performance of CARS in Section 4.4, then

the experimental evaluations of social network analysis in Section 4.5, finally the

analysis and discussion of the experimental evaluation in Section 4.6.
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4.2 Related Work

In this section, we describe the background and related works: (i) social network

analysis in hacker forums for identifying key users, and extended works using social

network analysis, (ii) extracting social structure and networks from unstructured

forums, and (iii) automatic scoring of posts with several features for evaluating the

post content.

4.2.1 Social Network Analysis in Hacker Forums

Currently, there are several works using SNA techniques to analyze hacker forums.

For instance, the recent work [120] conducted SNA over six dark web forums. Their

findings only help to understand the communities of the six dark web forums, and

some analysis of the central nodes in these networks. However, they did not extract

the key individuals who contribute to these forums. Another work [66] combined text

analysis with Latent Dirichlet Allocation (LDA) and SNA with centrality measures.

LDA is a topic modeling algorithm and it has an ability to find unobserved groups

(i.e. identify latent topics). The combination is able to identify proficient criminals

i.e. key hackers in a real-world hacker forum. However, their approach needs manual

efforts to find the cybersecurity related topics or not, once their model has processed

the forum posts. The other work [115] analyzed the characteristics and pathways of

key actors (forum users who have been linked to criminal activities such as providing

services and tools to disrupt systems and networks or using these tools to perform

attacks). They proposed tools to automatically identify likely key actors. The com-

bination of the results of a logistic regression model with k-means clustering and

social network analysis, can verify the findings using topic analysis. They identified

variables relating to forum activity that predict the likelihood a user will become an
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actor of interest to law enforcement, and would therefore benefit the most from inter-

vention. In addition, some works use the results of SNA as a feature to predict cyber

threats. For instance, Almukaynizi et al. [10] filtered posts in the hacker forums by

existence of CVE (Common Vulnerabilities and Exposures) numbers in the post or

not. Thus, they only use the posts containing their needed information in the forums

instead of the whole forum posts.

To build the social network, the members’ interactions must be considered [48].

However, these works use some network representations for building the social net-

works in forums. The recent work, HackerRank [62], combines social network analysis

and topic modeling to cluster the forum posts into the topics, then extract key users

of each topic. To create the social network of the forums, they use some assumptions

to extract the graph structure of the threads.

In the next subsection, we explain the current social network generation methods

and issues.

4.2.2 Extracting Social Structure and Network

In order to build social networks from forums, member interactions must be cor-

rectly identified via posts on threads. There are two network representations in-

troduced [82] for building the social network in forums: Creator-oriented Network

and Last Reply-oriented Network. The Last Reply-oriented Network is widely used

for the social network analysis in the recent works [124, 10, 89, 136, 120, 66]. Since

these two traditional network conversion approaches are based on limited information

and considerable assumptions on interactions between users, the social structures of

the networks are unlikely to be accurate representations. Other recent works have

predicted helpful posts in the forums [56] using a neural network based model that

determines whether the post is useful or not. However, the importance of a post has

79



very little utility when predicting interactions and social networks. More recently,

Kashihara et al. [71] proposed the Next Paragraph Prediction (NPP) method which

extended BERT’s Next Sentence Prediction to predict the response post from the

previous post. This method allows for the Reconstruction of social networks using

thread structure prediction.

4.2.3 Automatic Scoring of Posts

Measuring the importance of a comment or post in online communities has been

widely researched, and there are both manual and automatic ways of performing the

task. Using a Japanese news site as an example, the constructiveness score [49] is

introduced to label each comment on the site with a graded numeric score that rep-

resents the level of constructiveness for ranking comments. They defined the C-score

as the number of crowdsourcing workers who judged a comment to be constructive as

an answer to a yes-or-no question. For instance, a C-score of 8 in a comment means

that eight workers judged the comment as constructive. However, their experimental

result shows that C-scores are not always related to users’ positive feedback.

The ability to automatically rate postings in online discussion forums, based on the

value of their contribution, enhances the ability of users to find knowledge within this

content. In general, Quality Dimensions (QDs) are some common features that are

applied for enhancing information and the thread retrieval [58, 30, 8, 109]. Many QDs

features were used for identifying the non-quality (irrelevant), low-quality (partially

relevant) and high-quality (relevant) replies in the threads to their initial posts of

the threads. In addition, the classification and the feature selection techniques were

used for identifying appropriate features for the forum threads, which could help in

achieving significant improvement in retrieval performance.

In [153], the authors applied the relevancy dimension and the popularity dimension
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features for evaluating. The evaluation is to see if a post was related to the topic of

discussion or if the post was quoted or answered by other users in the thread. They

introduced five categories (22 features): (i) Relevance, (ii) Originality, (iii) Forum-

specific features, (iv) Surface features, and (v) Posting-component features. Some

studies applied four feature classes: the lexical syntactic, surface, forum specific,

and similarity features for assessing the forum post quality [158, 157]. On the other

hand, the appropriateness of the lexical dimension features is not confirmed, since

the thread postings of the forum do not follow correct linguistic rules [157, 153]. The

work by Osman et al. [110] used 28 different quality features in six quality dimensions:

Relevancy dimension, Author Activeness dimension, Timeliness dimension, Ease-of-

understanding dimension, Politeness dimension, and Amount-of-data dimension.

There is no measurement for the posts that mentioned about cyber incidents or

attacks. Thus, we introduce the Cyber Attack Relevance Scale (CARS).

4.3 Our Approach and Methodology

4.3.1 Cyber Attack Relevance Scale (CARS)

The hacker forums have threads about not only the cyber incident or attack related

topics but also other non related topics. Since we want to extract key users who

provide cyber incident and attack information, these non related topics need to be

filtered. Thus, we introduce the Cyber Attack Relevance Scale (CARS) to categorize

the posts for filtering, and the definition is as follows:

• CARS Not Relevant (CARS-NR): a post is not relevant to cyber attack.

• CARS Low (CARS-L): a post is relevant to cyber attack and has low details

e.g. containing few cyber attack related keywords in a post.
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CARS Sample Post

CARS-NR Anybody Have A Career In Cyber Security?

CARS-NR You’re the head of security and your password is password.

CARS-L Is it possible that my Iphone has been compromised with a zero day exploit?

CARS-L MAC address conflict in IP spoofing attack

CARS-M [CVE-2019-14615] iGPU Leak: An Information leakage vulnerability on Intel Integrated GPU.

CARS-M Rag allows the user to generate there own personal custom reverse shells. Like a normal shell

it allows the hacker to control there computer and then give custom computer commands.

CARS-H Invicta Group, a French company specializing in wood heating is down after a cyber attack.

CARS-H California City is hit with a ransomware attack.

Table 4.1: Examples of Annotation for Each CARS. Bold Keywords and Phrases
are Related to Cyber Attacks.

• CARS Medium (CARS-M): a post is relevant to cyber attack and has details

of attack e.g. containing cyber attack related keywords and some detailed in-

formation such as target and reference link, but the post is not clear that the

attack is happened or ongoing.

• CARS High (CARS-H): a post is relevant to cyber attack and has the detail of

how the attack/incident happened or is happening.

Higher CARS scale has more detailed information related to cybersecurity incidents.

4.3.2 Data and Annotation for CARS

For a supervised deep learning approach to build a CARS model, a corpora of

over 7, 000 posts and comments from nine cybersecurity related subreddits curated

directly from Reddit in the term from January 1st, 2020 to December 31st, 2020

and Hackmageddon by Paolo Passeri [114]. After the collection of subreddits, the

annotation of all posts is performed by four cybersecurity experts. Each post is

checked by at least three of them to avoid the expert’s bias. If a post’s scale is

different from each expert, pick the highest voted scale. The site “Hackmageddon”
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is the collection of the cyber attacks data from various security news sites. This data

contains the date of when the attack was reported, hacker group name or malicious

tool names that related to the attack, target of the attack, and the type of attack such

as DDoS, Malware, and Vulnerability (Exploitation). The description of the cyber

attacks and incidents are used as CARS-H data. We create the balanced dataset

which has 1, 867 posts per each CARS, and the total number of posts is 7, 468.

Table 4.1 shows sample posts of each CARS. CARS-NR does not related to cyber

incidents or attacks. CARS-L has some cyber attack or incident related keywords.

CARS-M has several keywords but the post cannot determine that a cyber incident or

attack is on going, happened or not. CARS-H has several keywords and they indicate

that a cyber incident/attack happened or is on going.

4.3.3 CARS model

Since many new keywords related to cybersecurity are added or generated fre-

quently, especially malicious software names and cybercriminal group names, the

traditional models with some keyword dictionaries will not work for new keywords.

Thus, we use several combinations of classification models and word embeddings.

Especially, the recent works of cybersecurity NER models [70, 69] show that their

models that are the combination of neural network models and word embeddings can

predict new cybersecurity entities that do not appear in the training data. We ex-

pect that the combination of neural network based classifiers with word embeddings

can understand new cybersecurity keywords that do not appear in the training and

perform better.

To evaluate our CARS approach, we use seven different models. There are four

traditional text feature classification models, and three combination models of neural

network models and word embeddings to understand new keywords that do not appear
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in the training data. The seven models are listed as follows; Random Forest (RF),

Linear Support Vector Classification (LinearSVC), Multinomial Naive Bayse (MUlti-

nomialNB), Logistic Regression, Convolutional Neural Network (CNN), Bidirectional

Long Short Term Memory Network (BiLSTM), and T5 that is a transformer-based

generative model [27]. We use several packages for implementing the models. The

scikit-learn package [117] is used for RF, LinearSVC, MultinomialNB, and LR. Py-

Torch [116] and Keras [33] are used for CNN and BiLSTM.

We use TF-IDF vectors as a feature for RF, LinearSVC, MultinomialNB, and

LR. For CNN, we use the implementation idea of using a CNN to classify text from

TextCNN [74], and GloVe word embeddings [119] as the features for CNN and BiL-

STM. T5 uses T5-base model for fine-tuning.

For CNN, BiLSTM and T5 models, we apply the instructional prompting [100] to

improve the performance. As Figure 4.1 shows, the instructional prompting dataset

added the task description and four CARS examples for each scale before giving the

original post content. The task description we define in here is “You give a post

and generate CARS-H if post contains exploited cyber attacks or incidents, CARS-M

if post contains keywords of potential cyber attacks or incidents, CARS-L if post

contains few of the cyber attack keywords, and CARS-NR if post is not related to

cyber attack.”

4.3.4 Social Structure Construction with CARS

Using the fine-tuned model for Next Paragraph Prediction, Social Structure Con-

struction algorithm builds the social structure of an unstructured forum to generate

the social network of users therein. Algorithm 7 shows the process to generate the

social structure of the given unstructured forum. If the Prediction model (PM in

Algorithm 7) returns “true” for given two individual posts from same thread, the
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Figure 4.1: The Data Structure of the CARS Dataset and Instructional Prompting
Dataset.

thread structure puts the edge between the two posts’ nodes. The weight of the

edge is calculated based on the CARS of post1 and post2. To assign the weight of

each CARS, we define that CARS-NR has no weight and CARS-L has weight 1, then

higher scale’s weight increases by 100% each. Thus, we assign each weight as follows;

CARS-NR = 0, CARS-L = 1, CARS-M = 2, and CARS-H = 3 respectively.

edgeW (post1 , post2 ) = (CARS (post1 )) ∗ (CARS (post2 ))

, where edgeW is a weight of edge, CARS (post1 ) means the CARS of post1 respec-

tively. Thus, if the CARS of post1 or post2 is CARS-NR, the weight of the edge is

0.
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Once the social structure of an unstructured forum is built, the social network

(user network) is extracted for the social network from the social structure for Social

Network Analysis. This approach will build an accurate social network for unstruc-

tured forums compared to the traditional approaches: Creator-oriented Network and

Last Reply-oriented Network.

4.4 CARS Model Performance

To evaluate each model with CARS dataset, we randomly split the human anno-

tated CARS dataset into Train dataset and Test dataset. The split ratio is 80% for

Train dataset and 20% for Test dataset.

Method CARS Precision Recall F1 Method CARS Precision Recall F1

RandomForest

NR 0 0 0

BiLSTM

NR 0.81 0.71 0.76

L 0 0 0 L 0.59 0.74 0.66

M 0.77 0.09 0.17 M 0.86 0.77 0.81

H 0.25 1 0.4 H 0.97 0.97 0.97

LinearSVC

NR 0.76 0.67 0.71

T5

NR 0.87 0.69 0.77

L 0.6 0.61 0.6 L 0.65 0.76 0.7

M 0.75 0.84 0.79 M 0.84 0.87 0.85

H 0.97 0.96 0.97 H 0.99 0.99 0.99

MultinomialNB

NR 0.79 0.62 0.69

Prompt-TextCNN

NR 0.78 0.77 0.77

L 0.59 0.68 0.63 L 0.61 0.77 0.66

M 0.72 0.68 0.7 M 0.87 0.73 0.79

H 0.9 1 0.95 H 0.93 0.95 0.94

LogisticRegression

NR 0.93 0.27 0.42

Prompt-BiLSTM

NR 0.79 0.79 0.79

L 0.5 0.65 0.56 L 0.64 0.7 0.67

M 0.66 0.88 0.75 M 0.86 0.79 0.82

H 0.93 0.99 0.95 H 0.97 0.97 0.97

TextCNN

NR 0.81 0.76 0.78

Prompt-T5

NR 0.87 0.7 0.77

L 0.65 0.71 0.68 L 0.64 0.73 0.68

M 0.86 0.81 0.83 M 0.82 0.88 0.85

H 0.94 0.98 0.96 H 0.99 0.99 0.99

Table 4.2: Result of CARS Models.

For evaluating the CARS dataset with the six existing method and two neural
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Algorithm 7 SocialStructureConstruction

Input: Unstructured threads in a forum Forum, Prediction model PM

Output: SocialStructure

1: ForumStructure

2: for all Thread ∈ Forum do

3: ThreadStructure

4: postList =list of all posts in Thread

5: for 1 ≤ i ≤ |postList | do

6: for 1 ≤ j ≤ |postList | do

7: if i 6= j and postList [j] posted after postList [i] then

8: post1 = postList [i]

9: post2 = postList [j]

10: if PM (post1 , post2 ) returns True then

11: ThreadStructure add the edge from post2 to post1

12: Add the weight of the edge based on the CARS scale of post1 and

post2 .

13: end if

14: end if

15: end for

16: end for

17: ThreadStructure is added to ForumStructure

18: end for

19: Generate SocialStructure of the Forum based on ForumStructure

network classifiers with instructional prompting, and compared performance using

Precision, Recall, and F1 score metrics reported in Table 4.2. The combinations of

word embeddings and neural network classifiers perform better than the traditional
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classifiers. When we apply instructional prompting to CNN, BiLSTM, and T5 models,

the prompt-CNN and prompt-T5 decreased the performance, however, the prompt-

BiLSTM improved the performance. T5 models perform three best F1 scores out of

four CARSs. However, T5 model’s CARS-NR performance is not high. Thus, we

use the second best performed model, the prompt-BiLSTM model, in social network

analysis since the model got the highest CARS-NR F1 score that the model can filter

non cyber attack related posts more accurately. Both T5 and BiLSTM models use

word embeddings as features and consider semantics. Therefore, these models can

capture new words or phrases about cyber attacks such as jargon and new tool names.

4.5 Social Network Analysis

To compare with the existing approaches for social network analysis (Creator-

oriented network and Last Reply-oriented network), we compare the top 10 users of

each analysis result with the six English (mainly speaking) hacker forums (collected

the posts from January 1st, 2021 to December 31st, 2021). The basic statistics is in

Table 4.3. These forum data are obtained from a cyber-threat reconnaissance firm

(called CYR3CON 1 ).

Forum 1 2 3 4 5 6

Users 15656 410 1197 749 1943 3163

Total Threads 6954 260 558 738 2438 856

Total Posts 66135 3115 4378 27345 35788 7246

Average Posts Per Thread 9.51 11.98 7.85 37.05 14.68 8.46

Table 4.3: The Basic Statistic of Six English Hacker Forums with the Number of
Threads in 2021.

There are many centrality measurements to find the important users in social

1https://www.cyr3con.ai
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network analysis. However, some of the centrality measurements have disadvantages

for this hacker forums’ social network analysis task. For instance, the two major

centrality measurements, Degree centrality and Eigenvector centrality, have the fol-

lowing disadvantages. The degree centrality returns a high centrality score when a

user (node) connects the most nodes. This score can be easily changed by minimal

local operation i.e. adding many dummy users to connect a specific user. Eigenvector

centrality has a disadvantage for directed graphs such as the thread structures we use.

Eigenvector centrality considers that the neighbors of important nodes are important.

Thus, the Eigenvector centrality of a node that does not have indegree such as the

original post of a thread becomes 0, and the centrality of the neighbor nodes of the

node that only get the edges from the node indegree 0 nodes also become 0. Thus,

this centrality will not work well for the users who mainly start new threads. On the

other hand, PageRank, Betweenness centrality and Closeness centrality are able to

get over these disadvantages. PageRank can avoid the disadvantage of Eigenvector

centrality. Betweenness centrality returns a high score on a node that appears often

on any path of two nodes in the network. Therefore, a node with a low degree in a

bridge of groups in the network can get a high score i.e. we can find the users who

bridge multiple groups in the network. Closeness centrality returns a high score for

nodes that have similar average distance from other nodes. Thus, we use the combi-

nation of PageRank, Betweenness centrality and Closeness centrality to rank the key

users. Algorithm 8 shows how to rank the users.

In order to evaluate the effectiveness of our approach, we compare the average

ratio of non CARS-NR over the top 10 users in each approach for metric reported

in Table 4.4. Since most of the forums have more than 1000 users, we pick top 10

users for the comparison. When an approach has the average ratio higher than the

others, the approach identified users who posts more cyber incidents and attacks
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Algorithm 8 UserRanking

Input: List of Users containing the values of PageRank, Betweeness centrality and

Closeness centrality

Output: Top10UserList

1: PageRank − cr = 1

2: Betweenness − cr = 1

3: Closeness − cr = 1

4: Top10UserList = []

5: while number of Top10UserList is less than 10 do

6: if PageRank − cr == Betweenness − cr == Closeness − cr then

7: Compare the centrality values of them.

8: Add user of the highest centrality value to Top10UserList .

9: Increase the highest centrality value’s −cr +1.

10: else

11: Find the lowest −cr centrality.

12: if There are multiple centrality having same lowest −cr . then

13: Compare the centrality values of them.

14: Add user of the highest centrality value to Top10UserList .

15: Increase the highest centrality value’s −cr +1.

16: else

17: Add user of the highest centrality value of the lowest −cr centrality to

Top10UserList .

18: Increase the centrality’s −cr +1.

19: end if

20: end if

21: end while
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Forum LR CO NPP NPP-CARS

1 0.37 0.35 0.37 0.37

2 0.55 0.44 0.46 0.61

3 0.23 0.23 0.18 0.35

4 0.76 0.77 0.78 0.80

5 0.81 0.74 0.81 0.79

6 0.58 0.67 0.58 0.63

Table 4.4: The Average Ratio of Non CARS-NR (CARS-L or Higher) for Top 10
Users in Each Approach for Six English Forums.

related topics. Our approach, NPP-CARS, has the highest ratio in four out of six

forums and the rest of two forums, NPP-CARS reached the second highest ratio. This

result shows that the NPP-CARS approach can identify more users who post more

cybersecurity related contents.

We checked the top 10 users from each approach for six forums, and compared

the number of threads, the number of posts, the ratio of each CARS, and the topics

of each user discussed. Since some users posted multiple topics, we use the shorter

version of topics listed in Table 4.5. The top 10 users detailed results for six forums

are in Table 4.6, 4.7, 4.8, 4.9, 4.10, 4.11 respectively. We highlighted some users who

appeared in only one approach i.e. unique users than the others, and the ratio of

CARS-H if the ratio is over 10%.

We found that the common topics in each forum are different from the other

forums. For instance, one of the common topics in Forum 1 is “Data Leak”, and one

of the common topics in Forum 6 is “Game”.
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Topic Shorten

Data Leak DL

Software as a Service SaaS

Crime as a Service CaaS

Share Files SF

Vulnerability info VL

Malware ML

Stolen or Pirate Software (Activation Key) S/PS

(Stolen) Credit Card Information CC

Suspicious IP addresses and URL SIP&U

Stolen or Fake Bank Accounts SBA

Fake Phone Numbers FPH

Suspicious Tools and AddOns STA

Crypto Currency (Mining) CCM

Selling Code (malicious) SC

Scam site information SSI

Hijacking System HS

Tools Dump TD

Botnet BN

Cyber incidents CI

Market Places MKP

Fake ID FID

Zero-Day ZD

Software Patch Info SP

Asking Something ASK

Jail Break Software JBS

Table 4.5: The Major Topics and Their Shortened Versions.
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LR CO NPP NPP-CARS # of T # of P CARS-NR Ratio CARS-L Ratio CARS-M Ratio CARS-H Ratio Main Topics

5521109 5521109 5521109 5521109 267 316 58.86% 30.70% 10.44% 0.00% DL

2730819 2730819 2730819 2730819 351 544 70.77% 19.30% 9.93% 0.00% SaaS, CaaS, DL

6181200 6181200 6181200 6181200 1356 1516 88.98% 9.56% 1.45% 0.00% DL

6251104 6251104 6251104 6251104 1067 1158 82.21% 17.53% 0.26% 0.00% DL

3919428 3919428 3919428 3919428 566 642 95.64% 4.21% 0.16% 0.00% SF

4826551 4826551 4826551 4826551 498 833 29.05% 33.97% 36.73% 0.24% DL, VL

6971481 6971481 6971481 6971481 330 385 80.78% 14.81% 4.42% 0.00% ML

5224406 222 290 64.83% 21.38% 13.79% 0.00% DL, VL, S/PS

3919713 180 243 72.02% 21.40% 6.58% 0.00% DL

3919085 3919085 3919085 3919085 314 581 28.23% 33.22% 38.38% 0.17% DL, ML

3928263 119 162 45.06% 32.10% 22.84% 0.00% DL

3921803 3921803 3921803 132 365 34.52% 42.74% 22.19% 0.55% DL

7229652 7229652 40 269 63.57% 23.79% 12.64% 0.00% DL

Table 4.6: The Top 10 Users of Each Approach in Forum 1.

LR CO NPP NPP-CARS # of T # of P CARS-NR Ratio CARS-L Ratio CARS-M Ratio CARS-H Ratio Main Topics

3818634 2 3 33.33% 33.33% 33.33% 0.00% CC

9557676 1 3 66.67% 0.00% 33.33% 0.00% DDoS, CaaS

3817816 40 336 0.00% 0.00% 97.92% 2.08% SIP&U

5123794 7 22 77.27% 13.64% 9.09% 0.00% CaaS, SBA

7849662 7849662 9 15 93.33% 6.67% 0.00% 0.00% FPH

3807335 3807335 3807335 6 49 0.00% 12.24% 87.76% 0.00% CCM, STA

3809312 1 3 66.67% 33.33% 0.00% 0.00% SBA

3812558 8 11 72.73% 27.27% 0.00% 0.00% SBA

3811808 3811808 2 12 58.33% 25.00% 16.67% 0.00% SBA

3807185 4 5 80.00% 20.00% 0.00% 0.00% CC

4002424 13 16 93.75% 6.25% 0.00% 0.00% CCM, CC

9642624 1 2 50.00% 50.00% 0.00% 0.00% SC

3794648 3 9 88.89% 11.11% 0.00% 0.00% CC

5132911 5132911 5132911 10 121 34.71% 7.44% 57.85% 0.00% DL, CC

3813865 3813865 3813865 1 8 12.50% 25.00% 62.50% 0.00% CC

3797299 3797299 3797299 3797299 2 14 35.71% 42.86% 21.43% 0.00% CC, SSI

3818615 3818615 3818615 1 4 0.00% 75.00% 25.00% 0.00% DL, CC

3813927 3813927 3813927 3 11 72.73% 9.09% 18.18% 0.00% CC

3811306 3811306 18 171 0.00% 0.00% 100.00% 0.00% SIP&U

4015977 4015977 4 9 100.00% 0.00% 0.00% 0.00% -

8165015 8165015 8165015 1 2 100.00% 0.00% 0.00% 0.00% -

Table 4.7: The Top 10 Users of Each Approach in Forum 2.

4.6 Analysis and Discussion

In this section, we analyze and discuss the results of CARS models and top 10

users from four approaches with social network analysis in the six hacker forums.
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LR CO NPP NPP-CARS # of T # of P CARS-NR Ratio CARS-L Ratio CARS-M Ratio CARS-H Ratio Main Topics

8898707 8898707 8898707 8898707 3 30 100.00% 0.00% 0.00% 0.00% SC, Russian

9629970 9629970 9629970 4 7 71.43% 0.00% 28.57% 0.00% HS

4042820 17 46 80.43% 6.52% 13.04% 0.00% CC, SBA, Russian

4042690 4042690 4042690 4042690 30 116 73.28% 17.24% 8.62% 0.86% SBA, ML, Russian

6004329 6004329 6004329 6004329 23 47 61.70% 27.66% 10.64% 0.00% SBA, CC, Russian

8898445 2 4 25.00% 0.00% 75.00% 0.00% BN, DL, Russian

9516400 9516400 9516400 1 19 94.74% 0.00% 5.26% 0.00% HS

4042354 4042354 4042354 4042354 127 135 80.74% 2.96% 16.30% 0.00% MKP

8898169 2 5 100.00% 0.00% 0.00% 0.00% -

9574975 1 10 70.00% 20.00% 10.00% 0.00% VL, ZD

6232318 11 25 84.00% 16.00% 0.00% 0.00% CCM, Russian

6764323 6764323 7 10 100.00% 0.00% 0.00% 0.00% -

7735177 2 6 100.00% 0.00% 0.00% 0.00% -

7347129 5 43 90.70% 0.00% 9.30% 0.00% DL, Russian

6232509 4 73 4.11% 1.37% 58.90% 35.62% DL, Russian

8235130 8235130 2 10 40.00% 20.00% 40.00% 0.00% BN, Russian

5123754 5123754 5123754 1 18 55.56% 27.78% 11.11% 5.56% FID

7139616 1 3 66.67% 33.33% 0.00% 0.00% ASK

8304698 8304698 2 14 92.86% 7.14% 0.00% 0.00% FID, Russian

Table 4.8: The Top 10 Users of Each Approach in Forum 3.

LR CO NPP NPP-CARS # of T # of P CARS-NR Ratio CARS-L Ratio CARS-M Ratio CARS-H Ratio Main Topics

4369485 4369485 4369485 162 593 14.67% 57.34% 27.49% 0.51% VL, ML

10004192 114 364 65.38% 23.90% 6.87% 3.85% CI

4370276 4370276 4370276 4370276 199 805 26.09% 62.24% 11.43% 0.25% CI, ML, STA

8299692 8299692 8299692 8299692 138 592 20.10% 60.81% 18.58% 0.51% CI, ML, STA

5288347 5288347 5288347 5288347 157 703 19.91% 58.89% 19.91% 1.28% CI, ML, STA

4369576 218 1137 13.98% 26.56% 57.34% 2.11% CI

4369440 111 371 34.23% 49.33% 16.44% 0.00% VL, ML, SP

4369566 96 459 15.03% 34.64% 50.33% 0.00% SP

4369582 4369582 4369582 124 482 30.71% 55.60% 12.24% 1.45% VL, ML

4369576 4369576 4369576 218 1137 13.98% 26.56% 57.34% 2.11% CI, VL

4369566 96 459 15.03% 34.64% 50.33% 0.00% VL, SP

4369373 4369373 4369373 4369373 156 536 5.78% 29.66% 58.77% 5.78% CI, SP

4386816 106 412 54.85% 38.59% 5.34% 1.21% CI

4388079 4388079 4388079 4388079 82 900 9.11% 61.00% 29.78% 0.11% VL, ML, SP

4370303 4370303 123 427 25.29% 69.32% 4.92% 0.47% VL, SP

4390969 4390969 4390969 123 550 49.45% 34.36% 15.64% 0.55% DL, VL, ML, SIP&U

Table 4.9: The Top 10 Users of Each Approach in Forum 4.

4.6.1 CARS models

We train and evaluate our created CARS dataset with eight models. Four of

them are the traditional classification models with word embeddings of the posts as

features, and the rest of them are neural network classifiers with word embeddings.
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LR CO NPP NPP-CARS # of T # of P CARS-NR Ratio CARS-L Ratio CARS-M Ratio CARS-H Ratio Main Topics

4370036 4370036 4370036 4370036 2344 6009 0.47% 2.88% 87.09% 9.57% CI, VL, ML, SP

4481660 4481660 4481660 161 474 21.52% 54.85% 23.42% 0.21% CI, VL, ML

4481431 4481431 4481431 4481431 334 886 27.99% 49.89% 19.86% 2.26% VL, STA

4471619 4471619 4471619 4471619 160 757 31.70% 46.10% 20.21% 1.98% VL, ML

4472084 4472084 4472084 4472084 426 1376 12.28% 54.87% 32.56% 0.29% CI, VL, ML

4472080 4472080 4472080 4472080 155 722 42.52% 44.60% 12.33% 0.55% CI, ML

4472247 67 254 30.31% 56.30% 13.39% 0.00% VL

4471581 4471581 58 248 17.34% 70.56% 11.69% 0.40% SP, CCM, CI

4471571 211 508 24.80% 37.40% 31.89% 5.91% CI, VL, SP

4471715 211 595 42.02% 48.07% 9.58% 0.34% CI, VL, SP

4481771 4481771 4481771 4481771 191 632 23.89% 50.32% 25.63% 0.16% CI, ML

4370428 485 1369 5.62% 26.52% 38.50% 29.36% CI, VL, MI, SP

4370661 4370661 4370661 53 331 6.65% 12.69% 77.04% 3.63% CI, VL, SP

7992481 7992481 7992481 27 59 5.08% 23.73% 20.34% 50.85% DL, CI, ML, MKP

8337450 1 2 50.00% 0.00% 50.00% 0.00% SP

Table 4.10: The Top 10 Users of Each Approach in Forum 5.

LR CO NPP NPP-CARS # of T # of P CARS-NR Ratio CARS-L Ratio CARS-M Ratio CARS-H Ratio Main Topics

7844415 7844415 7844415 7844415 38 75 26.67% 56.00% 17.33% 0.00% CI

7844289 7844289 7844289 7844289 54 133 39.85% 54.89% 4.51% 0.75% JBS, Game

7331230 26 37 75.68% 24.32% 0.00% 0.00% SP

7844411 63 144 27.78% 59.72% 12.50% 0.00% SP, JBS, Game

7844539 7844539 7844539 7844539 62 107 25.23% 67.29% 7.48% 0.00% SP, Game

7844652 21 33 12.12% 66.67% 21.21% 0.00% Game

7844411 7844411 7844411 63 144 27.78% 59.72% 12.50% 0.00% SP, STA, Game

7844395 7844395 7844395 7844395 36 68 13.24% 57.35% 29.41% 0.00% SP, STA, Game

7243798 7243798 7243798 7243798 299 460 81.09% 14.57% 4.13% 0.22% JBS, Game,

7851928 7851928 7851928 25 73 2.74% 35.62% 38.36% 23.29% JBS, Game

7844642 26 40 15.00% 50.00% 35.00% 0.00% Game

8287425 12 18 16.67% 50.00% 33.33% 0.00% CI, Game

8287135 8287135 8287135 42 82 0.00% 0.00% 86.59% 13.41% CI, SP

8850108 8850108 1 2 100.00% 0.00% 0.00% 0.00% -

8326560 1 2 50.00% 0.00% 0.00% 50.00% Illegal Drugs

8646015 8646015 8646015 1 2 100.00% 0.00% 0.00% 0.00% -

Table 4.11: The Top 10 Users of Each Approach in Forum 6.

For two of the neural network classifiers, we apply instructional prompting for the

dataset to improve the performance.

As Table 4.2 shows, Prompt-BiLSTM model performs three best F1 scores out

of four CARSs. In the traditional models, most of the models did not perform well,

especially Random Forest could not predict CARS-NR and CARS-L posts correctly.

On the other hand, the neural network classifiers (CNN and BiLSTM) performs bet-

95



ter. However, when we apply the instructional prompting to them, Prompt-BiLSTM

improved the performance, and Prompt-CNN decreased the performance. Generally,

the CNN is used to extract the local features of the text vector, and the BiLSTM

is used to extract the global features related to the text context. The instructional

prompting requires to understand not only the given training text features but also

the additional task description and sample information. Thus, the Prompt-BiLSTM

model could use the global features of the instructional prompting dataset, and the

Prompt-CNN model could not use the global features.

When we apply the trained Prompt-BiLSTM model to the six hacker forums’

posts, the model can predict CARS of posts even if some posts are in a mix of English

and other languages. For instance, user ID 6232509 in Forum 3 (See Table 4.8) has

many CARS-H posts about selling leaked data in English and Russian. The model

can predict CARS-H for both English and Russian posts mentioned selling the leaked

data. Since the BiLSTM model considers the global features related to the post

context, we think the model can understand not only word features but also some

semantic features, and it helps to understand the other languages as well.

4.6.2 Social Network Analysis

As Table 4.4 shows, the NPP-CARS approach can extract users whose average

ratio of non CARS-NR are the highest for four forums and the second highest for

the other two forums. The NPP-CARS approach considers user interactions and uses

the CARS to weight the edges of the social networks. This combination helps to

improve the quality of extracted top 10 users who post more cybersecurity related

topics. Since the number of posts and the number of threads that each user posted

are different, however, we carefully checked the top 10 users of each approach in six

forums one by one through reviewing their posts. Table 4.6, 4.7, 4.8, 4.9, 4.10, 4.11
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show the detailed statistics of each user respectively.

Each forum has its own characters, and the extracted top 10 users of each approach

show the unique topics of each forum. In Forum 1, most of the users extracted by

each approach discussed leaked data (DL in the table). In Forum 2, most of the users

discussed financial crimes such as stolen credit card information (CC), bank accounts

(SBA), and crypto currency mining (CCM). In Forum 3, most of the users posted in

English and Russian, and they mainly discussed leaked data, stolen bank accounts,

and credit card information. In Forum 4, many users discussed cyber incidents (CI),

vulnerability information (VL), and Malware (ML) topics. In Forum 5, the major

topics are similar to Forum 4, however, many users also discussed patch information

(SP) as well. In Forum 6, most of the users discussed Game and Jailbreak.

In Forum 1, most of the users posted over 100 posts to over 100 different threads,

and these users are extracted by all four approaches. Two unique users were extracted

by the Creator-oriented network approach and they mainly posted about data leaks.

In contrast, the unique user extracted by NPP-CARS approach posted about not

only data leak but also vulnerabilities and stolen or pirate software. Figure 4.2 shows

some posts of the user. Discussing more than three topics by one user is rare to this

forum.

In Forum 2, the Creator-oriented network approach extracted many unique users,

however, most of them posted less than 10 posts in the entire forum. One of them is

user ID 3817816, and most of the posts by the user are about suspicious IP addresses.

The CARS model predicts some of the suspicious IP addresses posted as CARS-H,

however, we could not identify these IPs are actually used for any cybercrimes or

cyber incidents. In contrast, the unique user extracted by NPP-CARS approach,

user ID 3812558, posted the recruitment for skilled programmers to breach some

banks aggressively. Figure 4.3 shows some posts of the user. Thus, we can assume
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that these banks are targeted. The unique user extracted by NPP approach, user ID

3704648, posted several links to the stolen credit card information marketplaces.

In Forum 3, two of the unique users extracted by Creator-oriented network ap-

proach have few posts and they are not related to any cyber incident or attack. In

contrast, the unique users from NPP and NPP-CARS approaches discussed data leak

and vulnerability information. Especially, user ID 9574975 by NPP-CARS approach

posted about zero-day vulnerability topic, and claimed that he/she tested exploitation

of some of the zero-day vulnerabilities. Figure 4.4 shows some posts of the user.

In Forum 4, there are four unique users extracted by Creator-oriented network

approach, and most of them shared the links of cyber incident news articles or soft-

ware patch information. One unique user extracted by Last Reply-oriented network

approach also shared the links of cyber incident news articles. In contrast, the unique

user by NPP-CARS approach shared information and links of patch and update de-

tails of a variety of software. Figure 4.5 shows some posts of the user.

In Forum 5, three unique users were extracted by Creator-oriented network ap-

proach, and these users mainly discussed the vulnerability information, especially

cited many vulnerability explained article links. There are two unique users extracted

by the NPP-CARS approach, and the one of them that discussed cyber incidents, spe-

cific malware, vulnerabilities related to the cyber incidents and malware and patch

information of them. This user has a high CARS-H ratio, 29.36%. The other user

posted one software patch information and one non cybersecurity related topic. The

user ID 7992481 has the highest CARS-H ratio, 50.58%, and is extracted by Last

Reply-oriented network, NPP and NPP-CARS approaches. This user shared infor-

mation and links of cyber incidents, leaked data dumps, malware information, and

marketplaces. Figure 4.6 shows some posts of the user.

In Forum 6, there are five unique users extracted by Creator-oriented network
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approach, and most of them discussed Game and software patch information (software

related to Game). Some of them also discussed jailbreak software or the game itself.

In contrast, only one unique user is extracted by NPP-CARS approach, and the user

posted about the drug “Methamphetamine” , especially the history and penalty of

illegal usage of it in several countries. CARS model predicted this post as CARS-H

since some keywords such as “crimes”, “committed”, and “law enforcement” are in

the post and they also appeared in cyber incident reports. We suspect that model

could not judge the relations of these words, drug or cybersecurity incidents correctly.

Figure 4.7 shows some posts of the user.

This is the first time that we apply NPP for considering user interactions to

building social networks in forums. The results show that the top 10 users by Last

Reply-oriented network and NPP approaches have the same or few user differences

in most of the forums. However, there are some differences that come from either

considering user interaction or not. In addition, the NPP-CARS approach added

the weight of the post contents to the NPP based on how much cyber incident or

attack related information was in the posts. This weight helps to filter out the users

that mainly posted not related to cyber incidents or attacks or less ratio of the

related contents. The benefit of the NPP-CARS approach is less manual effort to

get the results. The existing works use manually prepared dictionaries or regular

expressions to filter the posts in the forums to remove unrelated posts, or use topic

clustering to categorize the posts, then manually find the topics by checking the

extracted keywords. Thus, our proposed NPP-CARS approach is simple and easy

to identify users who post cyber incidents and attack related information frequently.

Instead of tracking all users in the forums, focusing on the identified users by NPP-

CARS approach will help to understand the current trend of the cyber incidents and

attacks, and be able to predict the future cyber incidents and attacks based on the
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Figure 4.2: Some Posts of the Unique
User of NPP-CARS Method in Forum 1.

Figure 4.3: Some Posts of the Unique
User of NPP-CARS Method in Forum 2.
We Put AAA and BBB for the Actual
Bank Names.

Figure 4.4: Some Posts of the Unique
User of NPP-CARS Method in Forum 3.

Figure 4.5: Some Posts of the Unique
User of NPP-CARS Method in Forum 4.

conversations of them.
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Figure 4.6: Some Posts of the Unique
User of NPP-CARS Method in Forum 5.

Figure 4.7: Some Posts of the Unique
User of NPP-CARS Method in Forum 6.

4.7 Conclusion

Social network analysis is one of the important tasks used to identify important

users who provide useful information in hacker forums and communities to predict

or prevent future cyber incidents and attacks. The user interaction is one of the

key factors of building the social network, especially unstructured threads in forums.

Most of the recent works use the assumption methods to assume user interaction

from unstructured threads. In addition, many hacker forums have not only discussed

cyber incidents or attacks but also other topics such as gaming, drug, and other non-

cybersecurity related topics. Social network analysis without filtering these unrelated

topics may lead to inaccurate results. Thus, we propose a new approach incorporating

several methods to construct thread structures based on the contents, and apply new

metrics for posts to determine how much cyber incident or attack related content a

post has. Then, we conduct social network analysis on six English hacker forums

with a proposed approach. We also use the combination of PageRank, Betweenness

centrality, and Closeness centrality to identify the top 10 users in each social network.
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Firstly, we propose a new metric, the Cyber Attack Relevance Scale (CARS), for

measuring the importance of a document based on the content related to a cyberse-

curity incident or attack. The human expert annotated CARS dataset is evaluated

by several models and the best model performs average F1 score 0.81. Secondly, we

combined the best CARS model and a thread structure construction method: Next

Paragraph Prediction (NPP), for social network analysis with the threads from six

English hacker forums. The comparison of the extracted users from the traditional

approaches and our new approach, NPP-CARS, shows that the NPP-CARS approach

can extract more potentially useful users who post many cybersecurity related topics.

Thus, our new approach will be useful for several cybersecurity tasks such as extract-

ing cyber threat intelligence from hacker forums, and predict future cyber incidents

or attacks from the conversations in the hacker forums.
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Chapter 5

DETECTING CYBERSECURITY TRENDING TOPIC PHRASES

CONSIDERING CYBER ATTACK RELEVANCE

5.1 Introduction

Threat intelligence (Cyber threat intelligence or CTI) is collecting data and analy-

sis to gain information about existing and emerging cyber threats by cyber criminals,

and can help prevent security breaches in cyber space. Cybersecurity related dis-

cussion forums have the conversations that contain data that may help assist in the

discovery of CTI. Thus, the adaption of CTI is important to keep one step ahead of

cyber attacks or detect the on-going incidents quickly. The discovery of CTI from the

forums’ conversations will support to keep security measures to be proactive.

Some future threats may be detected or recognized before they turn into a problem.

One of the ways to obtain CTI is to purchase a curated and analyzed feed from a

specialised company such as Cognyte [3] or SurfWatch [1]. Another way is to collect

Open Source Intelligence (OSINT) available from various sources on the internet.

The recent researches in this space are centered around analyzing and extracting CTI

information from Social Network Services and discussion forums [165, 161, 39, 38,

130, 125]. TIMiner [165] has an efficient domain recognizer based on convolutional

neural network to identify CTI’s targeted domain, extract an indicator of compromise

(IOC) based on word embedding and syntactic dependence to identify unseen types

of IOCs. The other work [161] uses a machine learning tool to classify the type of

exploits targeted by hackers from the forum posts.

Topic modeling is widely used when a large collection of documents cannot be
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reasonably sorted/categorized through by a person. For a given corpus comprised of

many documents, a topic model discovers the latent semantic structure or topics that

present in the documents. Then, topics can be used to extract high level summaries of

a large collection of documents, search for documents of interests, and group similar

documents together.

The topics of virality or trending terms within social medias and forums where

the cybersecurity related topics are discussed, have been studied [26, 160, 37, 73, 64].

The research about the virality of cybersecurity information is sparse. One study [61]

considered mentions of vulnerabilities and found that “while more security vulnera-

bilities are discussed on Twitter, relevant conversations go viral earlier on Reddit.”

Detecting trending terms in forum discussions [64] uses a lightweight method for iden-

tifying currently trending terms in relation to a known prior of terms. The method

detects trending terms in longitudinal historical noisy text data of an underground

hacking forum. Many of the recent researches focus on identifying importance of

topics to each time period and how the topics are changing.

On the other hand, viral cybersecurity contents may be important for raising

security awareness or counting widespread cybersecurity threats. Security researchers

and analysts want to know the topics of posts during the specific time period in the

social media and forums to understand the attention topics. For instance, Figure 5.1

shows the number of posts that contains at least one of the keywords related to

Malware per week in 185 different English hacker forum sites. In this case, there

are significant number of posts are observed in the different weeks. Cybersecurity

experts, analysts, and researchers want to know what the topics of these weeks are

discussed for understanding the contents related to security risk. In addition, they

want to find some clues for ongoing or future cyber attacks and incidents from the

posts.
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Figure 5.1: The Post Trends of Malware Category. It Shows the Changes of the
Number of Posts, Unique Sites, and Unique Users per Week. There Are Significant
Number of Posts in the Week of April 15th, 2020 and April 22nd, 2020.

DISCOVER [135] is an early cyber threat warning system that identifies terms

related to emerging cyber threat leverages multiple online data sources such as social

media, cybersecurity blogs, and forums. This framework requires some keyword dic-

tionaries related to cybersecurity for the process. SYNAPSE [15] is a Twitter-based

streaming threat monitor for threat detection. It filters the collected tweets based on

the monitored infrastructure, and classifies the remaining tweets as either relevant

or not, then it clusters the relevant tweets for presenting as IOC. This framework

requires to train the classifier for the tweets that are related to cybersecurity or not.

The top2vec [17] and BERTopic [55] are the topic modeling methods to extract
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the distributed representation of topics using semantic embeddings. They can cluster

the posts in the specific week and extract the representing words of each cluster

for interpretable topics. However, many cybersecurity related keywords are usually

phrases such as product name and version number (e.g. Windows 10 and OSX 10.16),

company name and product name (e.g. Adobe Acrobat Reader), and target and cyber

attack keyword (e.g. iOS hacking). Thus, top2vec and BERTopic are not able to use

cybersecurity field directly.

We propose new frameworks that receive the lists of posts per specific terms, clus-

ters the posts in the list, and extracts the topic phrases. Our goal in this paper is

to investigate the performance of existing methods and our newly proposed meth-

ods, TrendTopicExtractor, to detect the trending topic phrases. We introduce new

methods to extract the distributed representation of topic phrases using semantic

embeddings and Cluster-Phrase-TF-IDF (cp-TF-IDF), and Cyber Attack Relevance

Scale (CARS) to categorize the relevance of posts to the cyber attack or incident

(cp-TF-IDF with CARS). The experimental evaluation compares with the existing

topic extraction methods; top2vec and BERTopic, with the posts that contain at least

one keywords from the three cyber attack types (Malware, Phishing, and Denial-of-

Service) from 185 English forum sites from January 1st, 2020 to December 31st,

2020. The evaluation results show that our methods, cp-TF-IDF and cp-TF-IDF

with CARS, can cluster the posts in a specific week to a similar number of clusters

from the other methods, and extract useful phrases that represent each cluster topic.

The extracted phrases contain several cyber attack related tool names, targets of

attacks or tools, and download URLs of the tools. In addition, our deep analysis

found that our methods can find some clues of cyber attacks and incidents prior to

the attack. Especially, cp-TF-IDF with CARS method gets the highest percentage of

extracted topic phrases that are linked to the attacks prior to the attack happened
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weeks. Thus, our proposed methods will be able to use a part of future cyber attack

prediction based on the trending topic phrases in hacker forums.

The main contributions of this paper include:

• Introducing Cyber Attack Relevance Scale (CARS) for scaling posts based on

how much exploited cyber incident or attack related information in the posts.

• Introducing new methods, TrendTopicExtractor (cp-TF-IDF and cp-TF-IDF

with CARS), to cluster and extract topic phrases that represent the topics of

given documents.

• TrendTopicExtractor can cluster the given documents into the similar number

of clusters from the other existing methods without any additional input for

clustering.

• The extracted phrases from cp-TF-IDF and cp-TF-IDF with CARS contain

many useful phrases to represent the topics of clusters such as tool names with

specific version number, attack types, and the target names.

• The analysis results show that cp-TF-IDF and cp-TF-IDF with CARS methods

can extract useful phrases that are the clues of future or ongoing cyber attacks

and incidents.

The rest of the paper is organized as follows: we introduce several terms and

applications related to our proposed approach in Section 5.2, proposed CARS, our new

method and Cluster-Phrase-TF-IDF in Section 5.3, training performance of CARS in

Section 4.4, then the experimental evaluations in Section 5.4, finally the analysis and

discussion of the experimental evaluation in Section 5.5.
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5.2 Related Work

5.2.1 Automatic Scoring of Posts

Measuring the importance of a comment or post in online communities has been

widely researched, and there are both manual and automatic ways of performing the

task. Using a Japanese news site as an example, the constructiveness score [49] is

introduced to label each comment on the site with a graded numeric score that rep-

resents the level of constructiveness for ranking comments. They defined the C-score

as the number of crowdsourcing workers who judged a comment to be constructive as

an answer to a yes-or-no question. For instance, a C-score of 8 in a comment means

that eight workers judged the comment as constructive. However, their experimental

result shows that C-scores are not always related to users’ positive feedback.

The ability to automatically rate postings in online discussion forums, based on the

value of their contribution, enhances the ability of users to find knowledge within this

content. In general, Quality Dimensions (QDs) are some common features that are

applied for enhancing information and the thread retrieval [58, 30, 8, 109]. Many QDs

features were used for identifying the non-quality (irrelevant), low-quality (partially

relevant) and high-quality (relevant) replies in the threads to their initial posts of

the threads. In addition, the classification and the feature selection techniques were

used for identifying appropriate features for the forum threads, which could help in

achieving significant improvement in retrieval performance.

In [153], the authors applied the relevancy dimension and the popularity dimension

features for evaluating. The evaluation is to see if a post was related to the topic of

discussion or if the post was quoted or answered by other users in the thread. They

introduced five categories (22 features): (i) Relevance, (ii) Originality, (iii) Forum-

specific features, (iv) Surface features, and (v) Posting-component features. Some
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studies applied four feature classes: the lexical syntactic, surface, forum specific,

and similarity features for assessing the forum post quality [158, 157]. On the other

hand, the appropriateness of the lexical dimension features is not confirmed, since

the thread postings of the forum do not follow correct linguistic rules [157, 153]. The

work by Osman et al. [110] used 28 different quality features in six quality dimensions:

Relevancy dimension, Author Activeness dimension, Timeliness dimension, Ease-of-

understanding dimension, Politeness dimension, and Amount-of-data dimension.

There is no measurement for the posts that are mentioned about cyber incidents

or attacks. Thus, we introduce the Cyber Attack Relevance Scale (CARS).

5.2.2 TF-IDF

Term-frequency inverse-document-frequency (TF-IDF) [68] calculates and deter-

mines common words or terms in a document, however, they are not common across

the entire document. This technique is a popular NLP technique and provides a

mechanism for ranking words which are “important” to a document. However, texts

in discussion forums are usually noisy, with varying spelling of words, and grammati-

cal errors. Since TF-IDF requires stemming or lemmatization, the above issue affects

the performance.

5.2.3 LDA

While TF-IDF assumes that each document is based on a single topic even if forum

data, posts and threads may discuss several topics, LDA [23] assumes each document

is built from a number of topics, with one major topic, by learning a distribution

of terms in topics. LDA is a generalized Probabilistic Latent Semantic Analysis

(PLSA) [59] by adding a Dirichlet prior distribution over document’s topic and topic

word distributions. This method requires finding a suitable tokenisation approach and
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representation of a document similar to TF-IDF, and this is more computationally

than TF-IDF.

5.2.4 Trending Topic Techniques

TF-IDF and LDA are both widely used, however, they have limitations and im-

proved models have been proposed. Common NLP methods for detecting trending

topics on Twitter were studied by Aiello et al. [6]. According to their work, n-gram

co-occurrence (i.e. group of words typically appearing in the same document), and

DF − IDFt topic ranking which is an adaption of TF-IDF to search common topics

unique to a given time window in comparison to prior time window performs the best.

In their approach, they also boosted the score of proper nouns and found that these

are useful keywords for trending topics.

The previous work has focused on static snapshots of events, on the other hand,

temporal analysis to identify both peaky and persistent topics are studied by Shamma

et al. [140]. They used normalised term frequency, with the number of tweets con-

taining the word instead of the number of times a word is used, and the peaks look at

windows particular to an exact slot of time. Persistence looks at peaks of normalised

term frequency.

5.2.5 Distributed Representations of Topics

A semantic space is considered as a spatial representation in which distance rep-

resents semantic association [54]. Semantic embedding of words has received much

attention. For instance, word2vec is a model to generate distributed word vectors, and

has been shown to capture syntactic and semantic regularities of language [97, 99].

The doc2vec model can learn document and word vectors jointly embedded in the

same space, or improve the quality of the learned document vectors using pre-trained
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word vectors [79]. These document and word vectors that are jointly embedded, are

learned as document vectors that are close to semantically similar word vectors. This

nature can be used to find which words are most similar to a document, or most

representative of a document. The paragraph or document vector acts as a memory

of the topic of the document according to [80]. Therefore, the most similar word

vectors to a document are more likely the representative of the document’s topic.

Since distance in the embedded space scales semantic similarity between documents

and words, this joint document and word embedding is a semantic embedding.

The top2vec [17] is an algorithm for topic modeling and semantic search. It

automatically detects topics present in text and generates jointly embedded topic,

document and word vectors such that distance between them represents semantic

similarity. The difference between top2vec and probabilistic generative models such

as LDA is how each approach models a topic. LDA models topics as distributions

of words which are used to reproduce the original document word distributions with

minimal error. This causes that uninformative words which are not topical have high

probabilities in the topics since they occupy a large proportion of all documents.

On the other hand, a top2vec topic vector in the semantic embedding represents a

prominent topic shared among documents. A topic vector’s nearest words describe

the topic and its surrounding documents best.

BERTopic [55] is a topic modeling technique that uses transformers and the class-

based TF-IDF to create dense clusters that allow for interpretable topics whilst keep-

ing important words in the topic descriptions. Usually, TF-IDF is applied for a set

of documents when we compare the importance of words between documents. The

class-based TF-IDF considers all documents in a single category (e.g., a cluster) as a

single document and then applies TF-IDF. The result would be scores of importance

for words within a cluster, and the more important words within a cluster would
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represent the cluster’s topic.

5.2.6 Cybersecurity Trending Topics

The recent study into trending topics in cybersecurity has focused on identifying

new threats, using data from Social Network Service (SNS), blogs, and underground

forums. The creation large-scale framework, DISCOVER, is proposed by Sapienza et

al. [135], and it detects emerging threats across datasets while this depends on anno-

tations of known keywords. Since the constantly changing lexicon, this is problematic

for research in the cybersecurity field.

A tool released by Behzadan et al. [20] assists annotators in exploring Twitter

data, with an annotated dataset of 21,000 tweets on cyber threats. However, this

tool still requires manual identification of new terms.

Topic ranking is required to avoid overwhelming a user once a trending topic is

identified. Bose et al. [24] proposed a method to detect and flag known serious threats

to highlight current important topics.

There have been other approaches to detect trends on forums and marketplaces.

A large topic model by Tavabi et al. [146] is used to map the evolution of different

forums as they evolve.

In the cybersecurity field, changing meanings of words and evolving lexicon hap-

pens over time, and these changes should be taken into account with longitudinal topic

modelling. Bhandari and Armstrong [22] explored the use of high affinity terms used

by communities at subforums of Reddit, and looked at the change of the semantics

of these terms. The statistical approach by Hughes et al. [64] proposed a lightweight

method for identifying currently trending terms in relation to a known prior of terms,

using a weighted log-odds ratio with an informative prior, and it supports analysis of

linguistic change and discussion topics over time without training a topic model for
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each time interval for analysis.

SYNAPSE [15] is a Twitter-based streaming threat monitor for threat detection.

Its pipeline is composed of filtering the collected tweets based on the monitored in-

frastructure, extracting the features, and classifying the remaining tweets as either

relevant or not, then it clusters the relevant tweets for presenting as IOC. This frame-

work can collect highly relevant, timely and actionable information. However, it

requires training the models to perform well.

Many works have been done to detect the changing of topics in the given time

windows. However, the research to find the topics in posts in the specific term is not

widely researched in the cybersecurity field.

5.3 Methodology

In this section, we present a detailed description of how to extract trending topics

using Cyber Attack Relevance Scale (CARS). CARS are defined in Chapter 4. We

use the same definition and best model from Chapter 4 for this task.

We introduce the TrendTopicExtractor method that takes a pre-trained CARS

model and the list of posts, pList , and clusters the posts based on the semantic

similarity, then extracts the phrases to represent each cluster. This method has three

steps: (i) create semantic embedding step, (ii) clustering step, and (iii) find topic

phrases step. The algorithm of the TrendTopicExtractor with CARS is shown in

Algorithm 9, and more detail of each step is described in the following subsections.

5.3.1 Create Semantic Embedding

The advantage of semantic embedding is the learning of a continuous representa-

tion of topics. The documents and words that are jointly embedded in document and

word vector space are represented as positions in the semantic space. Each document
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Algorithm 9 TrendTopicExtractor(pList)

1: model = Load the SentenceTransformer

2: semanticEmbeddings = model(pList)

3: umapEmbeddings = UMAP reduces the dimension of semanticEmbeddings

4: cluster = clustering umapEmbeddings with HDBSCAN

5: clusterPosts = splitting the posts in pList to each cluster based on the post label

from cluster

6: clusterPhraseList = Extract all noun phrases from each cluster

7: Calculate cp-TF-IDF based on clusterPhraseList with post weights from the

CARS model.

8: return Result of Cluster-Phrase-TF-IDF

vector in this space is treated as representing the topic of documents [80]. Thus, the

word vectors nearest to a document vector represent the most semantically descriptive

of the document’s topic.

In this step, we convert the documents to semantic embeddings (numerical data).

Since there are many pre-trained models available, we follow the BERTopic [55] ap-

proach to use BERT for converting the documents based on the context of the word,

and use the sentence-transformers package [129] in our implementation. Since the

transformer models have a limitation of tokens, we split the documents into para-

graphs in the case for the large documents to fit the limit.

5.3.2 Clustering

In this step, we process that the given posts with similar topics are clustered

together for finding the topics within these clusters. To do this process, it requires

to reduce the dimensionality of the semantic embeddings since many clustering algo-

rithms cannot handle high dimensionality well.
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Since there are two main problems that are introduced by the “curse of dimension-

ality” which results from the high dimensional document vectors; sparse document

vectors and high computational cost [88], dimension reduction on the document vec-

tors is required. In order to reduce dimension on the document vectors, we use the

algorithm Uniform Manifold Approximation and Projection for Dimension Reduction

(UMAP) [96] since UMAP is a manifold learning technique for dimension reduction

with strong theoretical foundations. There is another popular dimensional reduction

technique; T-distributed Stochastic Neighbor Embedding (t-SNE) [147], however, t-

SNE does not preserve global structure as well as UMAP and not process well to

large datasets.

UMAP has several hyper-parameters for determining how it performs dimension

reduction. There are three most important parameters, the number of nearest neigh-

bors, the distance metric, and the embedding dimension. The number of nearest

neighbors controls the balance between preserving global structure versus local struc-

ture in the low dimensional embedding. The distance metric is used to measure the

distance between points in the high dimensional space. We use the cosine similar-

ity [97, 98] that is the major distance metric for the document vectors and measures

similarity of documents irrespective of their size. We follow the parameter settings of

top2vec [17] and BERTopic [55], and set the number of nearest neighbors as 15, and

the embedding dimension as 5 respectively.

After reducing the dimensionality of the document embeddings, we cluster the

documents with Hierarchical Density-Based Spatial Clustering of Applications with

Noise (HDBSCAN) [28, 94, 95]. HDBSCAN is used to detect the dense areas of

document vectors while it handles both noise and variable density clusters [94], and

assigns a label to each dense cluster of vectors and a noise label to all vectors that

are not in a cluster. This is one of the benefits of using HDBSCAN. The cluster label
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‘-1’ is the special label for noise cluster.

HDBSCAN requires a hyper-parameter, minimum cluster size, and this parameter

is at the core of finding clusters of varying density. This parameter means the smallest

size of a cluster by the algorithm. We set this parameter value as the ten percent of

the given document size so that users do not need to give the value of this parameter

manually.

The vectors of topic and document allow for the size of topics (clusters) to be

calculated. The document vectors can be partitioned by the topic vectors, thus, each

document vector belongs to its nearest topic vector. This means that each document

has exactly one topic, the one which is most semantically similar to the document.

The size of each topic (cluster) is measured as the number of documents that belong

to it.

HDBSCAN iterates the clustering process while merging the smallest cluster into

its most semantically similar cluster until the desired number of clusters are reached.

This process uses a weighted arithmetic mean of the topic vector of the smallest topic

(cluster) and its nearest topic vector, each weighted by their topic size (number of

documents in the cluster). The topic sizes are recalculated for each topic after each

merge process. This hierarchical topic reduction brings the advantage of extracting

the topics which are most representative of the documents, as it biases topics with

greater size.

5.3.3 Find Topic Phrases with CARS

Once the clusters are generated, we want to know what makes one cluster different

from other clusters based on their content.

BERTopic [55] introduced cluster-TF-IDF (c-TF-IDF) that is a class-based variant

of TF-IDF, that allows to extract what words make each cluster unique compared to
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the others. However, many of potential topic keywords are noun phrases instead of

words such as software name with version number, company name with its product

name, and malicious application names. Thus, we extend this c-TF-IDF to accept

phrases.

First, for each cluster’s posts, we extract their noun phrases using a part-of-speech

(PoS) tagger, and store the phrases in a list per cluster. This treats all posts in a

single category (e.g., a cluster) as a single document. Then, we apply the cluster-based

Phrase TF-IDF (Cluster-Phrase-TF-IDF, cp − TF − IDF ) with CARS:

cp − TF − IDF i =
pi
tpi

× log
m∑n
j pj

, where the frequency of each phrase pi is extracted for each cluster i and divided by

the total number of phrases tpi, and the total unjoined number of posts m is divided

by the total frequency of phrase p across all clusters n. To consider the CARS, we

define that CARS-NR has no weight and CARS-L has weight 1, then higher scale’s

weight increases by 100% each. Thus, we assign the weight of post k’s CARS CARS k

as follows: CARS k(NR) = 0, CARS k(L) = 1, CARS k(M) = 2, and CARS k(H) = 3.

Then, we calculat pi as follows.

pi = Σknumber of p in postk in cluster i × CARS k

Each phrase’s cp − TF − IDF represents a single importance value for each phrase

in a cluster which can be used to create the topic of the cluster. In order to create a

topic representation, we extract the top ten words or phrases per topic based on their

cp − TF − IDF scores since the scores are proxy of information density of topic.

5.4 Evaluation

To evaluate our approach, we use two ways; comparing the culturing results with

other methods which is used to evaluate SYNAPSE system [15], and testing the
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framework on real data which is used to evaluate both DISCOVER and SYNAPSE

systems [135, 15]. More detail of the data we use is described in the next Data

subsection. In addition, we also use the cyber attack timeline data with the attack

occurring date in 2020 from Hackmageddon [114] to evaluate the extracted words and

phrases that are related to the observed cyber attacks.

5.4.1 Data

For evaluating our method, we use the dataset obtained from a cyber-threat re-

connaissance firm (called CYR3CON 1 ), and the dataset contains the posts from

real-world cyber threat conversations from 185 English Forum sites in the time range

from January 1st, 2020 to December 31st, 2020. These posts contain at least one of

the keywords under the three cyber attack type categories; Malware, Phishing, and

Denial-of-Service. Malware category has the keywords; “malware”, “ransomware”,

“spyware”, “Drive-by attack”, “Trojan Horses”, “Macro viruses”, “File infectors”,

“System or boot-record infectors”, “Polymorphic viruses”, ‘Stealth viruses”, “Tro-

jans”, “Logic bombs”, “Worms”, “Droppers”, ‘Adware’, “Malvertising”, “RAT”, “Re-

mote Access Trojan”, “Fileless Malware”, “Rootkits”, ‘Keyloggers’, “Bots”, and “Mo-

bile Malware”. Phishing category has the keywords; “phishing”, “Spear Phishing”,

and “Whale Phishing”. Denial-of-Service category has the keywords; “Denial-of-

Service”, “DoS”, ’‘Distributed-denial-of-service”, “DDoS”, “TCP SYN flood attack”,

“Teardrop attack”, “Smurf attack”, “Ping of death attack”, and “Botnets”. The

statistics of each category is shown in TABLE 5.1.

We also collect the posts from six English hacker forums from March 1st, 2021 to

March 31st, 2021 for additional evaluation. The posts are split by week window start

from March 1st. There are five week windows in this dataset. We call this data as

1https://www.cyr3con.ai
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Category # of Posts # of sites

Malware 19,384 165

Phishing 3,326 82

Denial-of-Service 2,402 131

TOTAL 25,112 185

Table 5.1: The Statistics of the Data We Use. It Shows the Number of Posts and
the Number of Sites for Each Category.

Week 1 2 3 4 5

# of Posts 2344 2644 2965 2620 3679

Table 5.2: The Statistics of the March 2021 Data. The Posts from Six English
Hacker Forums During the Term from March 1st, 2021 to March 31st, 2021.

March 2021 data. Table 5.2 shows the statistics of this dataset.

We avoid publishing details that could identify individuals, including usernames,

original post contents and the site names.

5.4.2 Preprocessing Data

In the preprocessing stage, we split the posts of each category by posted date and

group the posts by subgroup of weeks. This process helps to visualise the weekly

post trends of each category. Figure 5.1, 5.2, and 5.3 show the post trends of each

category. In each category, there are some spike weeks when the significant number

of posts are submitted in the week.

5.4.3 Results: Method Evaluation

Since top2vec and BERTopic automatically decide the size of clusters or they fix

the minimum number of posts per cluster in their methods, we compare our methods’

cluster sizes with them.
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Figure 5.2: The Post Trends of the Phishing Category. It Shows the Changes of the
Number of Posts, Unique Sites, and Unique Users per Week. There Are a Significant
Number of Posts in the Week of September 23rd, 2020 and October 7th, 2020.

Figure 5.4 shows the number of clusters of Malware related posts by three methods

per week. Most of the weeks have a similar number of clusters by three methods. The

weeks of April 15th, 2020 and April 22nd, 2020 have more clusters in the top2vec

method compared to the other methods. In contrast, the week of September 23rd,

2020 has more clusters in our method.

Figure 5.5 shows the number of clusters of Phishing related posts by three methods

per week. Since top2vec does not work if the number of documents are small (it does

not work if the number of posts are less than 100 in our case), we could not get the

results of top2vec most of the weeks. The weeks of September 23rd, 2020 and October
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Figure 5.3: The Post Trends of Denial of Service Category. It Shows the Changes
of the Number of Posts, Unique Sites, and Unique Users per Week. There Are a
Significant Number of Posts in the Week of April 8th, 2020 and April 22nd, 2020.

7th, 2020 have the double number of clusters in top2vec and our method compared

to BERTopic. The week of September 30th, 2020 has double the number of clusters

in our method compared to the other methods.

Figure 5.6 shows the number of clusters of Denial-of-Service related posts by three

methods per week. As we mentioned in the Phishing case, top2vec does not work the

most of the weeks in this case since the number of posts in the most of the weeks is

less than 100. It seems that our method generates more clusters than BERTopic.

121



Figure 5.4: The Number of Clusters of Malware Related Posts by Three Methods
per Week.

5.4.4 Results: Topic Analysis

To evaluate the extracted topic words and phrases, we check with Hackmageddon’s

cyber attack timeline in 2020 [114]. According to the semi-monthly timeline reports

from Hackmageddon from January 2020 to July 2022, 173 cyber attacks or incidents

are reported in 2020 and known the dates of occurrence. There are 70 Malware related,

48 Phishing related, and 4 Denial-of-Service related attacks or incidents occurred in

2020 respectively. We checked the description of each attack, and found that 33 out

of 70 in Malware, 28 out of 48 in Phishing, and 4 out 4 in Denial-of-Service attacks

have the details of the attacks such as the target names, industrial category, damage,

and used tools. This information is useful to compare with the extracted topics to
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Figure 5.5: The Number of Clusters of Phishing Related Posts by Three Methods
per Week.

see if the methods can find the attack related topics prior weeks of the attacks.

Figure 5.7 shows the number of incidents occurring per week in 2020 based on

Hackmageddon’s cyber attack timelines.

We compared our proposed methods, cluster-phrase-TF-IDF (cp-TF-IDF) and

cp-TF-IDF with CARS, to the existing methods, top2vec and BERTopic with the

number and percentage of attacks that the methods find the related topics prior to

the attacks happened weeks. TABLE 5.3 shows the statistics of each method and

each attack type. The cp-TF-IDF with CRS shows the highest percentage to find

the topics related to the cyber attacks prior to the attack happening weeks in three

different attack types. The cp-TF-IDF method could not find the exact topics of

the attacks in Malware and Denial-of-Service attacks. This method extracts many
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Figure 5.6: The Number of Clusters of Denial-of-Service Related Posts by Three
Methods per Week.

phrases, however, most of them are not specific to lead to the attacks such as “ran-

somware”, “cyber criminals” and “private account”, and it detects six attacks prior

to the attack happened weeks in Phishing attack. The top2vec method extracted sev-

eral topic words linked to the attacks prior to the attacks. However, some important

keys in some attacks are phrases such as “personal information”, “data breach”, and

“sensitive data”, and the extracted topic words are sometimes hard to link the attacks

unless phrase words are appeared in one cluster of topic words such as “personal” and

“content” or “information”. BERTopic has a smaller number of clusters compared to

top2vec method, and it did not extract any attack related topic words prior to the

attacks.

In addition, we also compared the extracted topics by each method. Overall,
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Figure 5.7: The Number of Cyber Attacks Occuring per Week in 2020.

top2Vec BERTopic cp-TF-IDF cp-TF-IDF with CARS

Malware

# of Attacks Predicted 9 7 0 13

% of entire Attacks 12.86% 10.00% 0.00% 18.57%

% of known Target/Method Attacks 27.27% 21.21% 0.00% 39.39%

Phishing

# of Attacks Predicted 8 0 6 19

% of entire Attacks 16.67% 0.00% 12.50% 39.58%

% of known Target/Method Attacks 28.57% 0.00% 21.43% 67.86%

Denial-of-Service

# of Attacks Predicted 0 0 0 1

% of entire Attacks 25.00% 0.00% 0.00% 25.00%

% of known Target/Method Attacks 25.00% 0.00% 0.00% 25.00%

Table 5.3: The Number and Percentage of Attacks That the Methods Find the
Related Topics Prior to the Attacks Happened Weeks in Each Attack Type.
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the top2vec and BERTopic can only extract words, and the most of them are basic

keywords of each topic in Malware, Phishing, and Denial-of-Service. For instance,

the top2vec and BERTopic extracted the common keywords of each attack type such

as “ransomware”, “system”, and “hacking” in Malware, “account”, “password”, and

“hijacking” in Phishing, and “bot”, “injection”, and “attacker” in Denial of Service

respectively. On the other hand, cp-TF-IDF and cp-TF-IDF with CARS methods

extract more detailed phrases such as “Proton RAT”, “Windows 10 version”, and

“the malicious bootloader” in Malware, “your account settings”, “control system net-

works”, and “remote access” in Phishing, and “exchange server”, “DDoS methods”,

and “DDoS attacks” in Denial-of-Service respectively.

We deeply analyze the weeks of the highest number posted and the most attacks

and incidents occurred in each attack type. In Malware, the week of April 15th, 2020

is the highest number of posts observed, and the week of December 9th, 2020 is the

most malware incident occurred in 2020. In Phishing, the week of September 23rd

is the highest number of posts observed, and the week of October 28th, 2020 is the

most phishing incident occurred in 2020. In Denial-of-Service, the week of April 22nd,

2020 is the highest number of posts observed, and the week of December 16th, 2020

is the most denial-of-service incident occurred in 2020. We extract the top five words

or phrases from the three largest clusters from each method.

Malware: The highest number of posts related to Malware is observed in the

week of April 15th, 2020, and we extracted several top words or phrases from each

method. In the top2vec, “leecher” and “joker” appear top two words in cluster 1,

and they are a part of the cracking tool, “Joker Combo Leecher”. “ewido” and

“ikarust3” in the cluster 2 are the name of security software company and security

software. “nitroflare” and “rapidgator” in cluster 3 are the names of file sharing

sites. In the BERTopic, “joker” is also listed in a cluster. Other clusters have the
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names of security software and companies. “antivirus” appears in multiple clusters’

top five words. In cp-TF-IDF method, game name “Counter-Strike” and failure of

cheat detecting system “False VAC”, specific cyber attack name “ransomware” and

OS name “Windows”, and RAT with version number “RAT v3 very simple rat”

are listed in top five phrases in the clusters. In cp-TF-IDF with CARS method,

“Universal Combo Software”, “Joker Combo Leecher”, and “combo generation Joker

RAT”, “Wolfgang Amadeus Mozart”, and “the malware” are listed in top five phrases

in the clusters. Joker combo Leecher is a malicious software. Mozart is normally

known as a famous composer, however, this case is a name of malicious software.

The most Malware attacks and incidents reported week in 2020 is the week of De-

cember 9th. In the top2vec, the uploader site names and several company names are in

the top words in the top two clusters such as “rapidgator”, “uploadgig”, “mercedes”,

and “nitroflare”. In the BERTopic, “windows”, “ransomware”, and “threats” are in

the top words in a top cluster. In cp-TF-IDF method, there are several cybersecurity

related company names in the top phrases/words such as “Acronis” and “Avast” in a

top cluster, and there are no specific malware related words in any cluster. In cp-TF-

IDF with CARS method, there are not only the cybersecurity related company names

mentioned cp-TF-IDF method but also several malicious software names and target

such as “Qakbot”, “the ransomware” and “Ngrok” in the top words and phrases in a

top cluster.

Phishing: The highest number of posts related to Phishing is observed in the

week of September 23rd, 2020, and we extracted several top words or phrases from

each method. In the top2vec, cyber attack keyword “spam” and message service

“sms”, dating site name “tinder” and password cracker “ophcrack”, Android file for-

mat “apk” and cyber attack keyword “bleach” are in the top five words in three

clusters. In the BERTopic, phishing tool “lockphish” with cyber attack keyword
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“hack”, cyber attack keyword “hacking” and product name “android”, and cyber at-

tack keyword “hacking”, product name “iphone” and OS name “iOS” are mentioned

in the top five words in the three clusters. In cp-TF-IDF method, “spam messages”

and “spammers”, “the remove lock root module” and “the Android phone”, “Ap-

kbleach tool”, and “Cydia”, “jailbreak” and “iOS hacking” are mentioned in the top

five phrases in the four clusters. In cp-TF-IDF with CARS method, there are several

cybersecurity company and tool names extracted in the top phrases in the clusters

such as “HackerOne”, “Synack”, “OSINT Framework”, “IP addresses”, and “critical

vulnerabilities”.

The most Phishing attacks and incidents reported week in 2020 is the week of

October 28th. In the top2vec, there are several cyber attack related keywords such as

“hackers”, “payload”, and “metasploit” in the largest cluster. In the BERTopic, there

is only one cluster generated and the cluster has “phishing”, “attack” and “hacking”

in the top words. In cp-TF-IDF method, there are several phishing attack related

phrases such as “pro ATTACKER”, “your Phishing Website”, “Payload Bind Shell”,

and “an Advance Ethical Hacking Machine Instagram Hacking” extracted from the

top cluster. In cp-TF-IDF with CARS method, there are more detailed phishing

attack related phrases such as “your Phishing Website”, “various CLI commands”,

“Metasploit Framework” and “contentspoiler” in one of the top clusters.

Denial-of-Service: The highest number of posts related to Denial-of-Service is

observed in the week of April 22nd, 2020, and we extracted several top words or

phrases from each method. In the top2vec, there is no cyber security related word

found. In the BERTopic, “jspy”, “cracked” and “trojans” are mentioned in the top

five words in a cluster. In cp-TF-IDF method, “multi os jSpy v0.31” and “(RAT”,

and “possible attack”, “tcp” and “SYN RECV” are mentioned in the top five phrases

in the two clusters. In cp-TF-IDF with CARS method, “Cisco IP Phone public PoC
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- very easy DoS”, “BlackNET Advanced”, “BlackNET 3.0 botnet free download”,

“Slowloris”, and “SpyEye” are in the top clusters.

The most Denial-of-Service attacks and incidents reported week in 2020 is the

week of December 9th. In the top2vec, there are several Denial-of-Service related

keywords from a top cluster such as “gpg”, “privacy”, “hsdir”, and “trojan”. In the

BERTopic, there is only one cluster extracted and “security” and “web” are the only

keywords related to Denial-of-Service attack. In cp-TF-IDF method, there are several

specific ways or targets such as “document Login Spoofing”, “another Debian based

Linux distribution”, and “Bank Wire” extracted from a top cluster. In cp-TF-IDF

with CARS method, there are several related phrases and keywords in a couple of

top clusters such as “Exchange Server”, “your hidden service”, “cybercriminals”, and

“1Gbps unmetered* 100Gbps DDoS”.

The top2vec and BERTopic methods extracted some useful keywords to represent

the topics related to the attack types. However, some of the keywords are ambiguous

and it is hard to determine that the keywords surely represent the topic of the attack

types. On the other hand, our cp-TF-IDF and cp-TF-IDF with CARS methods

extract not only keywords but also phrases. Many phrases contain the same keywords

from top2vec and BERTopic, and the phrases have more detailed information to

solve the ambiguity of the keywords. For instance, ‘phishing website’ can specify the

method of ‘phishing’.

5.4.5 Result: March 2021 data

In week 1 from March 1st, 2021 to March 7th, 2021, top2vec, BERTopic, and cp-

TF-IDF methods do not have the detailed topic keywords of potential attacks. For

instance, they have “ransomware”, “vulnerability”, “hacking”, and “malwarebytes”,

however, there is not specific name of tool and victims. On the other hand, cp-TF-
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IDF with CARS method has some detailed phrases about an attack in one of the

clusters; “Prism”, “PrismHR”, “the attackers”, “PEOs”, “their customers”, “small

businesses”, and “victim organizations”.

In week 2 from March 8th, 2021 to March 14th, 2021, top2vec method has “ran-

somware” keyword in one of the clusters, and there is no additional or supporting

keywords to specify the ransomware type or victims. BERTopic and cp-TF-IDF

methods do not have any cyber attack related keywords or phrases in each cluster.

However, cp-TF-IDF with CARS method has some detailed phrases from a cluster

such as “2021 Vulnerabilities”, “AMNESIA:33”, and “a memory buffer”.

In week 3 from March 15th, 2021 to March 21th, 2021, only top2vec method has

“leak”, “database”, “evileaks” and some of the paid member only website names.

Other methods do not have specific keywords or phrase to link to cyber attacks.

In week 4 from March 22th, 2021 to March 28th, 2021, BERTopic, cp-TF-IDF and

cp-TF-IDF with CARS methods have “DDoS” keyword. Especially, only cp-TF-IDF

with CARS method has more details such as “DDoS attack”, “DDoS service”, and

“remove rival corporations effectively” and same phrases in Russian.

In week 5 from March 29th, 2021 to March 31th, 2021, all four methods have

“evileaks”, and “evilx”, and only cp-TF-IDF and cp-IF-IDF with CARS methods

have more details such as “Daily Random Videos”, “update daily random videos”,

and several uploader site names and URLs.

5.5 Discussion

In this section, we discuss the two topics; the clusters and the topic phrases which

are extracted from our method.

130



5.5.1 Clusters

As we mention in the Result subsection, our method detects a fairly similar number

of clusters compared to the top2vec and BERTopic. The top2vec, unfortunately, does

not work when the number of given posts is smaller than around 100. However, when

all three methods work, they cluster the given posts into a very similar number of

clusters in most cases.

Figure 5.8, 5.9, and 5.10 show the UMAP reduced document vectors from the

Malware posts in the week of April 15th, 2020, the Phishing posts in the week of

September 23rd, 2020, and the Denial-of-Service posts in the week of April 22nd, 2020

respectively. Each colored area of points is a dense area of posts identified by HDB-

SCAN, the grey points are the posts that HDBSCAN has labeled as noise/outliers.

In the Malware posts in the week of April 15th, 2020, our method detects four

clusters including the noise posts. Figure 5.8 shows the three clusters clearly and the

noise posts are distributed at the edges of the space. This means that there are three

major topics in that week.

In the Phishing posts in the week of September 23rd, 2020, our method detects

11 clusters including the noise posts. Figure 5.9 shows that there are many small

clusters in space. This means that there are many topics discussed in that week.

In the Denial-of-Service in the week of April 22nd, 2020, our method detects two

clusters. Figure 5.10 shows the two clusters clearly in the space. One cluster on the

right is compact, in contrast, the other cluster on the left is widely spread.

We set the minimum cluster size of the clustering process with HDBSCAN as

the ten percent of the given document size. We tested five percent and fifteen per-

cent respectively, however, the small percentage gives more clusters and the larger

percentage gives only noise labels in most cases. Thus, the ten percent of the given
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Figure 5.8: Clusters’ Distribution of Malware in the Week of April 15th, 2020.

document size currently gives the best performance.

5.5.2 Topic Phrases: Case Study of Predicting Future Attacks and Incidents

TABLE 5.3 shows the number and percentage of attacks that the methods find the

related topics prior to the attacks happening weeks. One of our motivations is to find
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Figure 5.9: Clusters’ Distribution of Phishing in the Week of September 23rd, 2020.
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Figure 5.10: Clusters’ Distribution of Denial-of-Service in the Week of April 22nd,
2020.
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Figure 5.11: The Topic Phrases of cp-TF-IDF with CARS Method from the Week
of April 15th, 2020, and Timeline of Counter-Strike Source Code Leak Incident on
April 22nd, 2020.

clues of potential future cyber attacks and incidents from hacker conversations. Thus,

we deeply analyze the extracted words and phrases for each week and Hackmageddon’s

cyber attack timeline to find any clues of early detection of attacks.

Malware: In the Malware posts from the week of April 15th, 2020, the interest-

ing phrases from one of the clusters through our cp-TF-IDF method are “Counter-

Strike” and “False VAC”. According to a news article [2], the source code of the game

“Counter-Strike” was leaked online April 22nd, 2020. Thus, at most a week before,

our cp-TF-IDF method could extract some clues of this incident. Figure 5.11 shows

the timeline of the incident and the topic phrases from cp-TF-IDF with CARS.

In addition, according to Hackmageddon’s cyber attack timeline, “Conti” ran-

somware is used for two cyber attacks on December 22nd and 24th, 2020. Our

cp-TF-IDF with CARS method extracted “Conti” and “The ransomware” from one

of the top clusters in the week of December 9th, 2020. Thus, at most 13 days before
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Figure 5.12: The Topic Phrases of Cp-TF-IDF with CARS Method from the Week
of December 9th, 2020, and Timeline of “Conti” Ransomware Attacks on December
22nd and 24th, 2020.

the attacks, cp-TF-IDF with CARS method could extract clues. If we apply CARS

to top2vec and BERTopic, both methods with CARS could also extract “conti” and

“ransom” keywords in the weeks of December 9th, 2020 and December 16th, 2020.

Figure 5.12 shows the timeline of the attacks and the topic phrases from cp-TF-IDF

with CARS.

Phishing: In the Malware posts from the week of December 23rd, 2020, our cp-

TF-IDF with CARS method extracted “Koei Tecmo”, “the attack”, and “personal

data”. According to the cyber attack timeline, “Japanese game developer Koei Tecmo

discloses a data breach and takes their European and American websites offline after

stolen data of 65.000 users is posted to a hacker forum” on December 20th, 2020. This

attack is categorized as a Phishing attack, however, cp-TF-IDF with CARS method

could find the clues immediately after the attack occurred.

Denial-of-Service: In the Denial-of-Service posts from the week of December

9th, 2020, cp-TF-IDF with CARS method extracted “malicious cyber actors”, “ran-
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Figure 5.13: The Topic Phrases of cp-TF-IDF with CARS Method from the Week
of December 9th, 2020, and Timeline of DDoS Attack Against a School Network on
December 18th, 2020.

somware attacks”, “K-12 educational institutions”, “K-12 schools”, and “security

hole” from the top cluster. These phrases suggested some cyber attack against edu-

cational institutes. According to Hackmageddon’s cyber attack timeline, “The city of

Paderborn’s Lernstatt network is hit with a DDoS attack that blocks 17,000 student

and 2,000 teacher accounts” on December 18th, 2020, and this attack is reported on

December 20th, 2020. Thus, our cp-TF-IDF with CARS method could get some clues

of the attack at most 9 days prior to the incident occurring. Figure 5.13 shows the

timeline of the incident and the topic phrases from cp-TF-IDF with CARS.

In addition, from the Denial-of-Service posts in the week of December 23rd, 2020,

cp-TF-IDF and cp-TF-IDF with CARS methods extracted “the Citrix ADC”, “Data-

gram Transport Layer Security”, “message forgery”, and “several targets”. According

to the cyber attack timeline, “Citrix confirms that an ongoing DDoS attack pattern
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is affecting Citrix Application Delivery Controller (ADC) networking appliances” on

December 21st, 2020 and this attack is reported on December 24th, 2020. Our meth-

ods extracted these clues in the same week of the attack reported.

March 2021 Data: Each method found some keywords potentially related to

cyber attack or incident from some clusters. However, cp-TF-IDF with CARS method

provided more detailed information. For instance, in week 1, “PrismHR” is in one

of the clusters from cp-TF-IDF with CARS method, and the company got a cyber

attack on February 24th, 2021, a week before. Thus, our method could catch the

conversation of recent cyber attacks discussed by hackers right after the attack. In

week 2, only cp-TF-IDF with CARS method has “AMNESIA:33” which is 33 critical

vulnerabilities of Internet of Things (IoT) devices over millions of products that can

be affected. “AMNESIA:33” is reported in 2020 but the same cluster has “2021

Vulnerabilities”. Thus, the hackers may discuss newer vulnerabilities related to the

set of the vulnerabilities. In addition, in the week 4, BERTopic, cp-TF-IDF and

cp-TF-IDF with CARS methods have “DDoS” keywords, and only cp-TF-IDF with

CARS method have more related phrases such as “DDoS attack”, “DDoS service”,

and “remove rival corporation effectively” in both English and Russian. These phrases

give us that someone wants to promote his/her/their DDoS service to the other users.

Therefore, our cp-TF-IDF with CARS method can not only predict potential future

attacks but also find the recent attacks that hackers discussed and promoting some

cyber attack services.

5.6 Conclusion

Detecting the trending topics that are discussed in the specific time frame in the

cybersecurity and cyber crime related forums is an important task to gain information

about existing and emerging cyber threats by cyber criminals, and can help to prevent
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security breaches in cyber space. Topic modeling is used for finding latent semantic

structure as topics in a collection of documents. In this work, we introduce Cyber

Attack Relevance Scale (CARS) and this scale helps to filter the relevance of posts

to cyber attack and incidents. Then, we presented new methods for topic modeling

using distributed representations of forum posts and words, and clusters the semantic

embeddings of the posts, then it extracts the topic phrases from each cluster with

the Cluster-Phrase-TF-IDF (cp-TF-IDF and cp-TF-IDF with CARS). Our methods,

TrendTopicExtractor (cp-TF-IDF and cp-TF-IDF with CARS), do not require any

keyword dictionary to process, and TrendTopicExtractor can extract several useful

topic phrases to represent the topic of the clusters.

In the experimental evaluation, we compared our methods, cp-TF-IDF and cp-

TF-IDF with CARS, with the top2vec and BERTopic on the real forum posts about

Malware, Phishing and Denial-of-Service categories. The number of clusters by our

methods is similar to the number of clusters by the other methods, and our methods

can provide useful topic phrases for each cluster. Some of the topic phrases in a

cluster from cp-TF-IDF and cp-TF-IDF with CARS are indicating some cyber attack

or incident that happened later weeks. Especially, cp-TF-IDF with CARS method

reached the highest percentage of extracting the topic phrases that are related to the

attacks prior to the attack. Thus, our methods can detect some clues for ongoing or

future cyber attacks and incidents from hacker forums’ posts. However, extracting

noun phrases has the space to improve since it contains a part of source code and

incomplete phrases.

Named Entity Recognition (NER) is one of the other approaches instead of ex-

tracting noun phrases. There have been recent studies in using NER on noisy

text [40, 5]. Kashihara et al. [70] proposed a bootstrapping method to generate

the annotated training corpus for cybersecurity NER model with a small keyword
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dictionary. In the future work, we will try NER to extract the important entities

from the posts for identifying the topic words and phrases.

Additionally, we evaluate the proposed methods with pre-processed hacker forums’

posts based on the given keywords. However, we found that some extracted topic

phrases in a cyber attack type are linked to the other type such as malware names

extracted in Phishing attack topic phrases. Thus, it will be better not to categorize

the posts based on the attack types. Instead, in the future work, we will apply

the CARS model to categorize the forum posts based on the cyber attack relevance.

Then, we cluster only the cyber attack related posts since many hacker forums have

not only cyber attack or incident topics but also a variety of non cybersecurity topics

such as illegal drugs and pirate goods.
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Chapter 6

CONCLUSION AND FUTURE WORK

With recent trends indicating cyber crimes are increasing in frequency and cost to

business, it is imperative to develop new methods that leverage data-rich hacker fo-

rums to assist in combating ever evolving cyber threats. The hacker forums users

often use jargon and previously unseen tool names often with vary different meanings

to those previously used. The traditional dictionary and pattern matching methods

cannot predict them correctly. In addition, defining interactions within hacker fo-

rums is critical as it facilitates identifying highly skilled users, which can improve

prediction of novel threats and future cyber attacks. However, many hacker forums

are unstructured and it is hard to see the direct interaction within the users. Further-

more, understanding the trend topics of hacker forums is an important role (function)

when predicting future cyber attacks. However, many forums discussed not only cy-

ber attacks but also various unrelated topics. Thus, more flexible ways to identify the

cybersecurity related named entities, building the social network from unstructured

forums for social network analysis considering user interactions, and filtering and ex-

tracting cyber attack related trending topics from the forums, are needed to enhance

cyber defense and cyber attack prediction systems.

6.1 Summary of the Contributions

This dissertation proposes various methods using natural language processing

techniques to empower cyber defense, demonstrating how semantic information from

online conversations in hacker forums is valuable to enhance the current systems.

In Chapter 2, we build two different methods for named entity recognition (NER)
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in cybersecurity domain; semi-automatic corpus generation method with small dictio-

nary, and Unified Text-to-Text CyberSecurity (UTS) model in cybersecurity domain.

We develop sentence category classifiers (SentCat and Category Classifier) for am-

biguous keywords that can assign multiple categories in the annotation process that

calculate the semantic similarity of each category of keywords in the annotating sen-

tence to find the most suitable category of the keyword. This approach requires a

smaller dictionary size to annotate. The experimental result shows that 70% of the

original dictionary size can generate the annotated dataset that can perform very

similar F1 score to the NER model trained with a fully annotated dataset. In ad-

dition, this method is semi-automatic that means the initial dictionary is the only

part to require human efforts instead of requiring human experts to annotate all doc-

uments one by one. This significantly reduce the human efforts and makes it easier

to generate new NER corpus. On the other hand, the UTS model is the combina-

tion of multi-task model and prompt-based approach that use task control codes as

prompt-prefix for training the models in a multi-task setting. Since there is the lim-

itation of publicly available datasets in the cybersecurity domain, we trained with

four NER datasets in the cybersecurity domain. The results show that both BART

and T5 with UTS improves the performance comparing to the BART and T5 trained

with only one dataset, and T5 with UTS performs best in the methods we compared.

Multi-task model is widely researched in the different domains, however, we proved

that the multi-task model works in the cybersecurity domain as well.

In Chapter 3, we introduced new methods; Next Paragraph Prediction (NPP),

Next Paragraph Prediction with instructional prompts (NPP-IP), and Flow Struc-

ture (FS) to predict the thread structures from unstructured forums considering the

interaction of users. NPP is extended from BERT’s Next Sentence Prediction to ac-

cept multiple sentences (paragraph) as inputs and the first time to predict the thread
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structure and user interactions considering post contents. The performance of NPP

is better than the existing assumption ways. In addition, we apply instructional

prompts to the training for the NPP model to improve the performance. This is the

first time instructional prompts have been applied in the cybersecurity domain, and

the performance improved average 4% in F1 scores. Furthermore, we developed and

applied the Flow Structure approach we developed to predict the thread structures.

It is necessary to adapt the new thread structure predicting task, however, the per-

formance shows the highest F1 scores in Reddit dataset. Our methods perform better

than the existing assumption methods, and we believe that our methods will improve

the way the current Social Network Analysis works in the hacker forums to find key

users.

In Chapter 4, we define Cyber Attack Relevance Scale (CARS) to scale hacker

forums posts for four categories; No Related, Low, Medium, and High. This scale

helps to filter or weight the forum posts to find cyber attack related topics. We

combined CARS model and NPP model from Chapter 3 (NPP-CARS) to generate

social networks from unstructured hacker forums, and extract the key users who

are the core of the conversations about cyber attack related topics. The experimental

results show that NPP-CARS approach can extract more potentially useful users who

post many cybersecurity related topics than other existing methods. Many hacker

forums have not only cyber attack related topics but also other topics such as game,

illegal drug, politics, and pirate items, and CARS can filter these non cybersecurity

related topics out from the results.

In Chapter 5, we build a system to detect cybersecurity related trending topic

phrases from hacker forums. The existing topic models, top2vec and BERTopic, have

an issue in that they can find only the topic words, however, the cybersecurity field

has phrases to represent the product names, corporation names, and tools names.
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In addition, as we mentioned in before, many hacker forums have not only cyber

security related topics but also other topics. Thus, we introduce a new method,

TrendTopicExtractor, to extract the topic phrases through Cluster-Phrase-TF-IDF

(cp-TF-IDF), and combine CARS model from Chapter 4 to weight the cyber attack

related posts (cp-TF-IDF with CARS). The evaluation result shows that cp-TF-IDF

with CARS gets the highest number of cyber attacks in Malware, Phishing and Denial-

of-Service in 2020 through extracting the topic phrases that link to the cyber attacks

prior to the attacks. This means that our system can reinforce the cyber attack

predicting system through finding the cyber attack related topics a hacker discussed

in the specific time frame.

By proposing the models detailed in this dissertation, we provide methods for

the extracting of cybersecurity related named entities, building the social structure

from unstructured forums, finding key users who are highly skilled and knowledgeable

about cyber attacks from noisy forum posts, and finding trending topics in hacker

forums to predict the future cyber attacks.

6.2 Future Directions

The work conducted in this dissertation will be able to extend in many directions

in order to enhance cyber threat intelligence. Some potential research areas are

discussed in the following.

• Apply NER model to trending topic phrases. We extracted all noun phrases

from posts to extract trending topic phrases in the current approach, how-

ever, they have many general term phrases or words in the results. Our NER

model [70] for cybersecurity will extract cybersecurity related entities (noun

or noun phrases), and using them will improve the quality of extracted topic

phrases.
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• Vulnerability Prediction. There are some systems to predict the vulnerability

exploitation [11, 13], and one of the features from hacker posts about the vulner-

ability. However, they only use the posts containing CVE ID. Since CVE ID is

assigned by a CVE Numbering Authority, new vulnerabilities found by hackers

may not have CVE IDs. In addition, some of the posts mentioned vulnerability,

however they sometimes do not have CVE ID in the posts. We can extend our

NER model to detect potential vulnerability related keywords and make some

mapping to the existing CVE ID or create a different way to warn defenders to

the new non CVE ID assigned vulnerabilities.

• Forecasting Cyber Attacks. DISCOVER [135] showed that multiple online data

sources such as social media, blogs, and forums provides the terms related to

emerging cyber threats. In addition, SYNAPSE [15] is a Twitter-based stream-

ing threat monitor, and it filters and clusters for the cyber threat relevant tweets

for presenting as IOC. Furthermore, our trend topic phrase detecting method

showed that the approach can find extract the topic phrases from hacker forums

that link the cyber attacks prior to the attacks in three different cyber attack

types. Thus, we can extend our trend topic phrase extraction to be part of

a new cyber attack prediction (forecasting) system that will take cyber attack

related posts from hacker forums daily and each day’s posts will be a feature

to predict cyber attacks in specific time window. Since hacker forums discuss

many topics, CARS will also help to filter the posts from the forums.
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